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Foreword

This Publication is intended to assist in meeting the metrology requirements of National Aero-
nautics and Space Administration (NASA) Quality Assurance (QA) handbooks by system con-
tractors. The Publication is oriented to mission-imposed requirements generated by long-term
space operations. However, it is equally valid for use in all NASA program

Foreword






Acknowledgements

The principal authors of this Publication are:

HOWARD T. CASTRUP — is the principal of Integrated Sciences Group (ISG), a company in-
volved in designing and developing computer-hosted scientific analysis and advanced decision
support systems. Castrup is a leader in calibration interval analysis and his pioneering research in
test/calibration decision analysis. He is the author of a statistical process control methodology
which permits the determination of in-tolerance probabilities for precision measuring and test
equipment without the use of higher-level intercomparison standards. He earned his BS and PhD in
Engineering from UCLA with concentration in solid state electronics.

WOODWARD G. EICKE — is a consulting metrologist in the field of electrical measurements,
standards and instrumentation. His experience includes over thirty-five years with the National
Bureau of Standards (now NIST) in the areas of precise electrical measurements, electrical
standards, instrumentation, automation, measurement assurance, and other related fields. Eicke is
author of more than twenty published papers for scientific and technical journals, and has served
on numerous professional society and NBS committees and participated in standards writing. He
attended George Washington University where he earned his BS and MS in Engineering.

JERRY L. HAYES — is the principal of Hayes Technology, an engineering consultant firm. He
has provided metrology and calibration program consulting services for several aerospace
companies and the Department of Defense. He served as Technical Director of the Navy Metrology
Engineering Center and established policies and objectives for Navy-wide programs. He has
authored numerous papers regarding calibration and measurement controls for quality in
calibration programs and tests. Hayes has been the recipient of many awards and honors from peer
groups. He earned a BS in Mechanical Engineering from the University of California at Berkeley.

JAMES L. TAYLOR — has over twenty years experience in design, analysis, and management of
computer-based data acquisition system projects. He has been responsible for conducting studies
and developing conceptual designs, as well as systems design for industry and the Department of
Defense. Taylor has published texts on design techniques for computer-based data acquisition
systems, and fundamentals of measurement error, and has taught measurement techniques and
system design courses for numerous aerospace and industrial firms. He earned a BS in Applied
Math and Physics and a MS in Applied Math and Engineering.

We especially thank Dr. Robert B. Abernethy for the use of personal reference material and
gratefully appreciate the constructive contributions and critical review from the following:

NASA Metrology and Calibration Working Group
Robert Burdine—NASA HQ (Code Q)/MSFC  Fred Kern—LaRC

Troy J. Estes—WSTF Kristen Riley—KSC

Mark A. Hutchinson—LaRC Herman Watts(Tom Weiss)—Stennis(Sverdrup)
Other Organizations

Norman B. Belecki—NIST Ralph T. Johnson—Sandia National Laboratories
Randy Humphries Jr—Boeing SSF C. Ted Lynch—NASA HQ (Vitro Corporation)

Acknowledgements



Jet Propulsion Laboratory (JPL)

Gordon Dillinger John R. Radbill
Daniel C. Griffin James A. Roberts
Frank T. Hartley Robert H. Steinbacher
Daniel LoGiurato James H. Wise
Lothar Kirk

Robert E. Martin, Manager of JPL’s Instrumentation Section, is the conceptual creator and prime
motivator of this document. Without his vision, active support and energetic participation, this
document would not have been started and completed.

Alexander Mark, a Member of Technical Staff in JPL’s Instrumentation Section, was responsible
for technical editing and production. Without the excellent input and critical review from all those
who participated, the task could not have been accomplished. As editor, I humbly apologize to the
expert authors and reviewers whose opinions may have differed somewhat from the outcome. In
particular, one only has to look at the diversity of the principal authors to understand that we were
not always in agreement on the presentation of the entire subject material. This publication
contains a wide-range view of the world of metrology and goes well beyond calibration into the
entire end-to-end measurement process. It is not perfect and we recognize that it may contain flaws
both in quality and content. But, it is our feeling that it is better to accept some error than not to
disseminate the material at all.

Most important, this Publication would not exist without the recognition of a priority
need by the NASA Metrology and Calibration Working Group and provision for
funding support through various Code Q organizations at NASA Headquarters.

The original document was produced entirely on an Apple Macintosh lici using the following software:
Microsoft Word, Microsoft PowerPoint, Claris MacDraw Pro, Aldus SuperPaint, and Design Science MathType.

In early 2008, the original document file was converted to a PC-based Microsoft Word document using Design Science MathType as the

equation editor. This converted document contains a few typographical corrections and minor modifications to Appendix F for technical
clarification.

Acknowledgements



Contents

ACRONYMS X
1. INTRODUCTION 1
O R o U1 o0 1] PP PP 1
1.2 APPHCADIIITY....ceeei i 1
G T Y o] 0] o 1
2.0 QUALITY RECOMMENDATIONS 5
2.1 [ (oo [ o1 1To] o AR 5
2.2 MEASUIEMENT FUNCHIONS ..e ettt et e it e e e et e e e enrenss 5
2.3 Measurement Quality Recommendations............ccooovvviiiiiiiiiiiiiii e 6
2.3.1 REQUIREMENT DEFINITION ...t iittueeettti e eette e et ettaeeeeat e e e e et eesetaeee e st aesaaaaasasanesssanaesasnsaesssnnasstanaaeestnseeesnnneessranan 6

2.3.2 REQUIREMENT TRACEABILITY «ttttttetttuteeteteesetueeseata s eeeaaaaesetaaaeeesnaeeannaeeasaaeeesanaeeannaeessnaeeetnsaaennnnseeesnnaeensnnnns 6

2.3.3 IMPLEMENTATION COST 1.iituuiiiitteieeeti e eeet e es et e eeseba e ee e et eeseaaa e eeeebaeaseaa e s asanesesbaeeeabaesseann e sebasseeebasesssnnnseesnenas 6

2.3.4 UNCERTAINTY IDENTIFICATION uuittuiitueittettnesssnesssesstesstaessesssessaessnesstssssstssessntesstestiersesstorernetsneerierneernn 6

2.3.5 DESIGN DOCUMENTATION ..tuttttniitteetttttteestetaaessaaeesasssasstaesaa et st sesaesaa s st eeaasstaastssssasttasssanssstasssnsersnessrresnsrens 7

2.3.6 1D E ST 1T N 4 Y4 = 7

2.3.7 L0 1Y 2 O ] 1 =T 8

2.3.8 QUALITY DOCUMENTATION .1t ttttttuseeeteetastsunsesessseestssssseeeseesssssssseesssestsssssseeseeessssnssneeeteestmnsteer . 8

2.4  Relevant Quality ProViSIONS..........ooiiiiiiiiiii e 8
3. MEASUREMENT REQUIREMENTS 9
3.1  Objectives of the Measurement ProCESS..........oiiiiiiiiiiiieeeiiiiiee e e et eeeeane 9
3.2 Defining Measurement REQUINEMENTS ........cocuiiiiiiiiiiiiiie e 11
321 MEASUREMENT REQUIREMENTS DEFINITION SEQUENCE .....civuuuiiietieeeettietetaneessstaessssssesssssnsessssaseessnnessssaeesenas 11

3.2.2 SYSTEM CHARACTERISTICS AND MEASUREMENT PARAMETERS ...uuiiitiiiiiiiiiiiii et e ites st essae st e st s s ebsean e sansabanas 14

3.2.3 ESTABLISHING MEASUREMENT CLASSIFICATIONS ... uituiittiettittteeetateeaessteeststaneestsessssstaesaaesstsesntertesstsesnassanns 15

3.24 ESTABLISHING CONFIDENCE LEVEL REQUIREMENTS ...uuciittteiitteeeeetieeeeeaaeesetaeesesteeesssaessssansesetaeeeesanseeeranaeesssas 16

3.25 ESTABLISHING MEASUREMENT SYSTEM RELIABILITY REQUIREMENTS .. .ccuuiiiittiieietieeeesiiesesansessstneeesensseessssneesenes 17

3.2.6 FINALIZING MEASUREMENT REQUIREMENTS. . ttuuiittiituitttiiettetttsetatestessteesaestteestetsnsstatesaetseesttertneestaersaesnn 20

3.2.7 EXAMPLE—MEASUREMENT REQUIREMENT DEFINITION OF A SOLAR EXPERIMENT ....cccovvuiiiiiiieeeiiiieeeeeiie e eeeie e 21

3.2.8 COMPENSATING FOR DIFFICULT REQUIREMENTS ..cctttiittttietetiaeeeettteeeaaaessstaeesetaaesesansessssnaeesstaeesssaaessraeeeerannns 25

3.3 Calibration CONSIAEIALIONS .. ...euieie et e e e e 25
3.4  Space-based CoNSIAEratiONS ........ccociviiiiiiiieiiie e e e e 28
34.1 SPACE-BASED MEASUREMENT SYSTEM [MPLICATIONS ...uutttuttttiettettteetttesanessteesnsessnsessessnesssnsersnssenesersersneesnees 28

3.4.2 SMPC FOR SPACE-BASED HARDWARE .......iiittiiiitt e et e e sttt e e et e e e eaa e e s s et eeseta s eeseaaa et eaa e ee st eesaaneersaasereransns 30

3.5 SOftWArE CONSIAEIALIONS ....euieiieee ettt ettt ettt e e e e et e e e e e renreaaeeneens 31
351 SOFTWARE REQUIREMENTS ...ttitiittttttttetesesaitstee et e e e s e st e et e e e e e 4 e b e e e et e e e e e e e b be e e et e e e e e sanb b e be e e e e e e e e snnrnnneeeeeenennnns 31

3.5.2 SOFTWARE DEVELOPMENT ...vttiiiitttteetitreteesasreteessmreteesasnetee s asneeee s asneeeesaanae e e s anre e e s an e e e e an e e e s e s e e e e e anneeeennnneeeeennes 32

3.6  Considerations for Waiver of ReqUIremMents..........ccccuuviiieiiiiiiiiie e 32
4. MEASUREMENT SYSTEM DESIGN 35
4.1  Measurement System Design APProach ... 35
4.2 Identifying Physical Phenomena to be Measured.............cccccooveeiiiiiiieccvieiieeee, 37
42.1 PROCESS CHARACTERISTICS .etuitttttituettutetuttsastsasesantessatesaetaneeta et ststeesattaaettreea et stetesesnrereneesrerernessnns 37

4.2.2 MEASUREMENT IMIODE ... ieiuiiiiti e ce et e e et e e ettt e e et e e e e e e st e e e e ab e e e e aa e e s e b e e s et b eeesba s esssaan e s e baeeesaanseesennanerees 37

4.2.3 METHOD OF TRANSDUCTION OR ENERGY TRANSFER ... .ctutittiittiitiiettettteetaietanesstessssstsesanssstsssnersesstsessaessnns 37

4.2.4 MEASUREMENT LOCATION Louiiittiiitiitiieit et ee e et e st e e et e e st e s st e et e e et e s ab e e st s s ba e e saa s s aba s e ta e ean s s ba e s sasesanssbneranssnan 37

425 MEEASUREMENT RANGE ... ittiitiit ittt ettt et et et e e et et e e e s e s ea et ea e e e s eaee s s ea s s s ea s e b s enssa s an e b s enssasansebssnsrenens 37

4.2.6 MEASUREMENT UNCERTAINTY evtuuiiitttnieeeutnetetsaeetetaeesessnessssneesssaseeeesssessssnessssneeeessseesestetesneeerensseersarereres 37

Contents i



5.

4.2.7 MEASUREMENT BANDWIDTH .ttttuiteeitetttttiseeeeesesstasaeseessesstasaseeeseessssaasaaeeesesstsnnaaaeseestnnntaeeserssssnieeeeesensmnnns
4.3  Selecting Candidate Equipment and Interpreting Specifications.........................
4.3.1 SPECIFICATION COMPLETENESS ...cttttttttuteeettettssiiesesesssstnssaestesssssnnaeeseessstsnaeeteteestsseatteemm
4.3.2 SPECIFICATION INTERPRETATION ...ttttttuteeeteettutuaseeesesesstasseeeessesssssnnsaaeseessstsnnaeaeesesstnnnaeeseessnssnneeeeeresnmnnns
4.4  Evaluating Measurement SysStem EIMOrS.........cooviiiiiiiiiiiiieciiiin e
4.4.1 SENSING ERRORS ...t iiiititttiie s e e ettt bttre e e et et e et s e e e e et ee et s s e e e e e e e e et n e e e e e e e e e be s s e e e e e e e te b tene e et eee bbb nneeneaeeaeebeen
4.4.2 INTRINSIC ERRORS ...t itieetiettitie s e e e e e ee et e e e e et e et e e e e e et ee e taa e e eeeeeeeees s e eeeeeeaetaan e eeaeeeeetann e aeeeteessasasaeaeeasaensnen
4.4.3 SAMPLING ERRORS ... . iiiiiiiiiiiie i e e ettt st e e e e e ettt e e e e et e e et e e e e e e et ae et aaeeeeeeetana s eeeeeessstannaaeeeseestnnannseeaeaeeannsnen
444 INTERFACE ERRORS ....uiiiiiiittitiis e e et ettt e e e e e e ettt s s e e e e et et baa s s e e e e e ee e es s s e e e e et eeban e e e e e e e eebaaa e e e e et eeebeb s eeeaeeeeeesnen
4.4.5 ENVIRONMENT INDUCED ERRORS ... ciiiiiiitiiiiiiietiiiisse s e e et eettaas s s e e s e eeaaba s e e e e e e eaa s e s e e e e e e atba s e e e e e e eaebba e e eaeaeeernen
4.4.6 CALIBRATION INDUCED ERRORS .. .iiiiitiiiiieetietiitis s e e e e ettt e e e e e e e eettaaa s e e e e e e e ta b s e e e e e e ee s taan e e e e e e eeaesa s e eeaeeeanrannes
447 DATA REDUCTION AND ANALYSIS ERRORS ... iiittteiiiee e e e ettt ee e e e e e ettt e e e e e e st tee e e e e e e e seatasaneeeeeeesentraaneeeens
4.4.8 OPERATOR ERRORS ... i i it i e ettt ettt et e e e e e e et e e e e e e e e e e e e e e et et et et et et e e e e et e e et et e e et et e aaaaaaeees
4.4.9 EERROR PROPAGATION. ..ttt ttttttttes e e et eeetatt s e s e eeseeabasa s s e e et eestas s e e e e eeee et e e e e e e e eeteaa it e e et e eetab st e e e eeeeasbaaanneeeeennennts
45  ComMDINING EFTOIS ..oeeiiii e e e e e e aa s
451 ERROR CLASSIFICATIONS ... ..vtvviieieeeeeieeteteeeeeseessaetsteseseseeesaassteeaeaaeeesaassstereeeeeessasssssreeeseessessssteseseeesesessssrennees
45.2 COMMON UNITS AND CONFIDENCE LEVELS ...uuuuuuuuuuununnuunnsnnnssss s ssssssssssasasansssnsssnsssasssssssasssssssssssssssssssssssssees
45.3 ESTABLISHING THE TOTAL BIAS ESTIMATE ...t iiiiittitiste e et eettitiis s e e et ettt e e s e e e aa b r e s e e e e e es b a e s e e et eeatannneeeseeeeasaan s
454 ESTABLISHING THE TOTAL PRECISION ESTIMATE ...uuuuiiiiiiiiiiitie s e e e s ettt s e e e e et aatts s s e e e s eeataaaeseaeseeatnsnnseeeseesnsnnnns
455 ESTABLISHING THE TOTAL UNCERTAINTY ESTIMATE ....iiii it iitetieee e e e e e ettt ee e e e e e e etteae e e e e e e e e snntaseneeeeeeesnnnrannneeeeas
45.6 EXAMPLE—BUDGETING MEASUREMENT UNCERTAINTY IN THE DESIGN PROCESS ......coivvvviiiiiieeeiereeiiine e
457 EXAMPLE—ESTABLISHING MAXIMUM ALLOWABLE ERRORS .....uiiiiiiiiiitiiiiee e e seesiiins s e e s e eesaninn s e e s s eeeannanseessensasnanns
4.6  Constructing Error MOdeIS..........oooiiiiiii e
4.6.1 MEASUREMENT UNCERTAINTY Luuuttttttetttttunieeeeeseestuusasseessesstssaseesseessssansaeseesssssssnseeeseestsssneeeteeemssnn e
4.6.2 MEASUREMENT ERROR ....cititiittiiiiieieetittiseseaeseestasas s e e et eestssa s s e e e e e e ee st s s e e e e e eetesa s e e et e eetab s teeeaeeeasbananeeeeeensbnees
4.7  Example—Developing a Temperature Measurement System ..............ccccceeeeenee.
4.7.1 TEMPERATURE MEASUREMENT SYSTEM EQUIPMENT SELECTION AND SPECIFICATION INTERPRETATION..............
4.7.2 EXAMPLE TEMPERATURE MEASUREMENT SYSTEM ERROR MODEL .....cuuuiiiiiiiiiiiiiiin s ceeiiiiins s eeaeii e e e s eaaianen
4.8 Consideration of Calibration Techniques to Reduce Predicted Bias Errors........

4.9  Consideration of Uncertainty Growth in the Measurement System Design

g (0107 1]

4.10 Consideration of Decision Risk in the Measurement System Design Process ...
4.10.1 YIRS 3 Yo 01 =1 i
4.10.2 YIS =l = {03 = TR
MEASUREMENT TRACEABILITY

51 (1T 111 T
51.1 COMPONENTS OF A MEASUREMENT ..ettuiiittttieettitesetieeeeaasteessaseesataeeeeta s sesanesetaseeeatatesresnseretaeeresnseesesnnrerees
5.1.2 DEFINITION OF TOLERANCE, UNCERTAINTY, AND ACCURACY RATIO .. ittt ra e
5.1.3 THE IMETRIC SYSTEM .ouuittiittiittieitestteeta s etaaeesta e st ssasetasetaa e st essa st aa s saa s s b e sssssaa st ba s sanssebsetnesansssbasesntsernns

572 MeEeaSUrEMENT STANUAITS ... ..eeeeie ettt et et e e e eeenes
5.2.1 INTRINSIC STANDARDS ...otuiitttiittitttttettttsta ettt eeaeteteesaetaae st testetateesaestatestetsaaettaestaststasstnteranssstrestsersnesrernns
5.2.2 AARTIFACT STANDARDS ...itttiittitit ittt ettt ee et e esaesate sttt e ettt saseaa s eaa e st e st st aa e saa s saasssa s san s sba e ssesanessbasesassssnesnernss
5.2.3 R ATIO ST ANDARDS. .. ettt ettt ettt ettt e et et e e et e e ea st e s eaa s e saase s b s e aa e s sa e e ean s s s a s e sa s e san s s s b s e aa st aaaeba e sanssebsetnsesnanssennns
524 REFERENCE IMATERIALS ..uuitttitttettttettetsteeettsestesstessaesaa e st sessnetst e esatessasestsesaestaesanstansessersnssstresntersneesranss
5.25 OTHER STANDARDS ...ituiittiittiettestte ettt e satesst e st etst e ettt e et et st eesatesaa e st etassttaesanttstasetsteranstetsesterssesstareessserens

53 UNIted States STANUAITS .. ..ivnieieieieee ettt ettt et e e e e eanens
53.1 NIST PHYSICAL MEASUREMENT SERVICES PROGRAM .....covttuiiiitteeitie ettt eeeeaasesesaasessaaasesetsessssnnsssssanesesesnnss
5.3.2 NIST SRIM PROGRAM ...ttt ettt s et e st et e et e st e eaa s e s b e e st st aa st ba e san st s b s e aa e sanesebasesteranaesrnss
5.3.3 NIST NATIONAL STANDARD REFERENCE DATA PROGRAM (NSRDP) .....ooviiiiiiiiiiiciiiiice e

5.4  International Compatibility ..........couuiiiiiiiii s
54.1 RECIPROCAL RECOGNITION OF NATIONAL STANDARDS ... .ctttuiittttetettteetetieeesatsesessaesssseeeserseesrssessraeeeress
5.4.2 2] 1 Y OF W=7 27N [0 N TR
5.4.3 INTERNATIONAL COMPARISONS ... .ctuitttiitteitteeantssteestetaaes st tessetsas et etaa ettt etaastaatastttssasttatertssstesernseraneastnres

Contents



5.4.4 N TS T CALIBRATIONS ...ttt ittt ittt ettt ettt e st e e st e saa e st eeaaee st ee st s s aa e s s aa s s e s s s aa e e e e s s ba e e s b s s aae s s ba s e sanes s b s eanesanssbaseasssenens 79

5.5 Calibration Transfer TEChNIQUES ...........uuiiiiiiiiiiii e 79
55.1 TRADITIONAL CALIBRATION 1tuuuttttttttttuttseesteestssssssaeesesssstsnsaeesessssssssseestesssssnn e eeerstm .. 79
55.2 MEASUREMENT ASSURANCE PROGRAM (MAP) TRANSFERS ....ccciutttteitttetesiiteeesasteeesaaitreesssnsreeesanneeesssneeessnnnes 80
5.5.3 REGIONAL MEASUREMENT ASSURANCE PROGRAM (RMAP) TRANSFERS ......uvviieiiiieeeeiiieeessiteeeesentreaessnnaeeessnnes 82
554 @ 1IN =] £ 3SR 82
55.5 INTRINSIC STANDARDS ...tttttuuttetttttttattnseaeteestsssnseeeseessstasaaateettss e taeeeettaaaatterten ettt araaeteernn 83
55.6 SIMPC METHODS TRANSFERS ...ettuuuetieetttttutuieeetesesstansasaesserstnsaeeeeesestnnaaeeeeettn et 83

5.6 Calibration Methods and TECHNIQUES .........covvuiiiiieieiie e 83
5.6.1 CALIBRATION OF REFERENCE STANDARDS ..tuuuuiiiittttttttuaseastetstssaeesseetssinseeastesstsnsaetemsmm 84
5.6.2 CALIBRATION OF TIME .ooiiiiiiiiiiiiiiie sttt e e e e e et s e e et e e et st e e e e et ee et eeeeeeeeas bt s e eeaeeeesbann i aeeeaaes 84
5.6.3 CALIBRATION OF SYSTEMS ... cittitttuueieeeteettntuusteeeseseastnnasaeeteeaestanaeeeeeeettnnaaeeeeetnrtaeeeeerrteaerrrrarern 85
5.6.4 CALIBRATION USING SRIMS ... 86
5.6.5 ST 07 1 T PSPPSR 86

5.7  Calibration Traceability vs. Error Propagation ............cccoeevviiiiiiiiiiciiie e 87
5.7.1 EVALUATION OF THE PROCESS UNCERTAINTY ..eeieiiiiiitttteeeeeeeeeeeateeeeeeeeeeessssseseesseessesssssesesesesssasssssesseessesssesssssens 88
5.7.2 PROPAGATION OF UNCERTAINTY IN THE CALIBRATION CHAIN....ccoiiiiiie e ce e a e e e e e e e 89

5.8 Calibration Adjustment SIrate€gies .........uuiiiiiiiiiiiii e 90
58.1 REFERENCE STANDARDS ...tuuuitieettttttttsieeeseeetstaasaseeessastananaeeeeeatttnnaaeeseesttnnaaaereereetmnraeererstnnaeererrrr 90
5.8.2 DIRECT READING APPARATUS ...ttt ittt ettt ettt ettt et e et ettt ettt e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e aeaaaaaeaaaaaaaaaaaaaaaataaatatatatatatatataraeaees 90

5.9 SOMWAIE ISSUES ....oui it e e e e e e e e e e e et e e e eaa e e e eaa s 91
59.1 SOFTWARE DOCUMENTATION ... eettttteteeeteettttuseeeseseastanaaaseessesstssanaaeeeeeasstnnsaeaessestsnnnaaeeseresssnnnareserssstnnnaereersenns 91
5.9.2 SOFTWARE CONFIGURATION MANAGEMENT ...t iiitee e e eeee e ee ettt ettt e e e e e e e e et e e e e et et et et et et et et et et et et et et e e erereeeeereeeeeeeees 92
5.9.3 SOFTWARE STANDARDS ...utiittittttttteesteeststanseeesesssstssssaasseessssaneeaaeesettns ettt 92

6. CALIBRATION INTERVALS 95

B.1  GENEIAL.... e e 95
6.1.1 PURP O SE ...t eeeeeeee—eeaaaaaaaaaaaaa e e e e 95
6.1.2 ST 010 ] = RO PPPPSUPPP 95
6.1.3 27X 1] 210 1V o PSR 95
6.1.4 YN [ O 0] L = = = P 96

6.2 Management CONSIAEIALIONS..........cuuuuuuuiiiiieee et e et e e e e eeeees 97
6.2.1 ESTABLISHING THE NEED FOR CALIBRATION INTERVAL ANALYSIS SYSTEMS...uuuuiiiieeiereitiiiieeeeeressinnneeeesseessnnnnns 98
6.2.2 MEASUREMENT RELIABILITY TARGETS .. ttttuutiitteeeetti i eeeeuusetatusesetanaeeeanneeeanareeetaaaeesnneeesanaeeeasnaaeeennaeennnnaeresnns 98
6.2.3 CALIBRATION INTERVAL OBJECTIVES . .iiiiiiieieteieieteteteteteeeteteteteeetetaettettetttttetttetttee ettt et et ee et etereeeeseeeeeeeeseesenenesennnnes 98
6.2.4 P OTENTIAL SPIN-OFFS ..ttttttuuiititetttttetianseasteeststss e eesesssstasaaasteestss e aaeeaeteaaaateestesaaeteeeestaaraaeseestsnnsnnns 99
6.2.5 CALIBRATION INTERVAL ELEMENT S ... i iiiiittttiiis e e et eeetttis s e e e e et et s e e e e e e e aetaa e s e e e e eeatat s e e e e eeasstaa e eeeaeessssnnanaeaeeeenrnes 99
6.2.6 EXTENDED DEPLOYMENT CONSIDERATIONS. ...uuuuueeetetttttuieeesesaastanaeseesessssnnaeeseeetntanaeeseessntnnaeeeesesrmaes 102

6.3  Technical CoNSIAEIAtIONS .......covuiiiiieiiie e e et e e e e eaeeeas 103
6.3.1 THE CALIBRATION INTERVAL PROBLEM .....uiiiiiiitiiiis s e e et eeeittes s e e e e ettt s e e e e e e e eataaae s e e e aeessata s e eeaeeesssaaneeeeeeeesnnnnnss 103
6.3.2 MEASUREMENT RELIABILITY .. ttttteeeettueeeetu e eteteeseat s eeeaaa s eesasaeesetaaeeeaaa s eeesaaaeeetaaeeesanaaeasnnseeesnnseeennneeennnneereen 104
6.3.3 CALIBRATION INTERVAL SYSTEM OBJIECTIVES ...t ittt i tit et et et ettt ettt et et e e e e e e et e e e e e e e e e e et et et et et e e et et e e et et et e e e e e e eeeeeeeeeeeees 105
6.3.4 THE OUT-OF-TOLERANCE PROCESS .. utuuuiitiiitittittisseeeteettsts s e e s seaastias s s e et aestasan s e e e aeeetst s e aaaaeeettaanseeeseessnsannss 105
6.3.5 MEASUREMENT RELIABILITY IMODELING ...cetttttuttieeeteeetttisseeeseeaastaiaeeaesssssssnasaaeseessssansaeesasssssnnaaaeessesssnnnnseeess 106
6.3.6 CALIBRATION INTERVAL ASSIGNMENT AND ADJUSTMENT ....iiiiiuiuitieeeeereesintaeseesseesnnnnnaeesesssssnnneseessessmnnaeseeseenes 107
6.3.7 MULTIPARAMETER TIME ... i 112
6.3.8 EQUIPMENT ADJUSTMENT CONSIDERATIONS . ..uuiittiitittttettettessteestessteestnetsssstterantsssasesttersnesstteeraerseesrneeees 115
6.3.9 ESTABLISHING MEASUREMENT RELIABILITY TARGETS . ..uutuuiitititittiuiieseesseestutiseeessesssssnneeeassssstnnnaaeassesssnms 116
6.3.10 THE INTERVAL ANALYSIS PROGCESS ...ctuiiiitiieieii e sttt e e ettt s e et s e e e ttn e e e e s e e e et e e e et e e eeean s e e eana s eeeasneeeenneeeesnnaarees 118
6.3.11 EXTENDED DEPLOYMENT CONSIDERATIONS .. ..ccitiitittiteteieeeeeeeeeeeeeeeeaaaeaaaaaeaaaeaaaaaaaaaaaataaataaatatatatateteeeeererererereeeens 120

6.4  Statistical Measurement Process Control (SMPC) Methods ..........cccccoeeevvnnnnnnn. 127
6.4.1 YN (o @5 0] T = = 127
6.4.2 ]\ | = @Y/ [ =5 5 T oI T ) 2SR 128

6.5 Analyzing Measurement DecCiSion RISK .............coiiiiiiiiiiiiiiccccc e 133
6.5.1 MEASUREMENT DECISION RISK ANALYSIS—GENERAL CONCEPTS ..uuuiiieiieiiiiiiieeeseesasiinaeeeeeeessinnnseesseenssnnnnaeens 134

Contents i



6.5.2 MEASUREMENT DECISION RISK ANALYSIS—A SIMPLE EXAMPLE ....cuuiiitiiiiiiiiieiieeiee it ee e et e et s st e et e saneasbanas 135

6.5.3 MEASUREMENT DECISION RISK ANALYSIS—METHODOLOGY ....cctuiiitneertieetneeeteesnerseesteesnaeesneessasssnaeesnsersneesrnnes 139

6.6 Managing Measurement DecCiSion RiSK...........ccooiiiiiiiiiiiii e 144
6.6.1 MANAGEMENT OF TECHNICAL PARAMETERS .....ciittii ettt e ettt ettt e e et e e et e e e et e e et eeeeatn e e e e et e e s st e eeerannns 145
6.6.2 APPLICABILITY AND RESPONSIBILITY ..iituittueitueettueesteesteeesnreeseestaeesnaestasestessnaeesntersaeestaresnmerseeetareemeermersnnes 145
6.6.3 TN 5SS 146
6.6.4 A3 1Y 1= N R 146
6.6.5 RETURN ON INVESTMENT ... eittiiiitteeeeett e e ettt e e e et e e e eata e ee s et eesata e ase st eesaanaessataaeesansaesssnnesstanaaessnnsasesnnnesstnsaens 146

6.7  Optimizing the Hierarchy—Cost Modeling ............oiiiiiiiiiiiiiiieie e 147
6.8 Example—The Solar EXPeriment.........c..ouuiii i 147
7. OPERATIONAL REQUIREMENTS 157
7.1 Measurement QUAIILY ........oeeuuuiiiiiiiiiie ettt e e eaana 157
7.1.1 ESTABLISHING MEASUREMENT QUALITY L1uuuitttttitttitiissessseestasassessseessssasssessassssssnnseseasssssssssssesssesssssnnnsesseessnssnnns 157
7.1.2 PRESERVING MEASUREMENT QUALITY ...ttttttttttttuestusssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnsnsnsssnssnnnnnnnnnns 157
7.1.3 MAINTAINING TRACEABILITY 11uttttuitttutettettueeetutetsnetstaeetntesseesteesaessaeeetnseeanessaeesneeetrestieesnaestnressnrsenneesrersnessrnnes 158

7.2 MaintenanCe and REPAIN ......coiiiiiiiiiiiiiii e 159
7.2.1 L] N SRR 159
7.2.2 PROCEDURES ...ttt et et e e et e e ettt e e et et e e e et e e s e bt e eeeata e e s asan e s s ta e eestnseessnanneesrannaeesanns 160
7.2.3 DESIGNS FOR IMAINTENANCE ...etuittutettettteeeteettetsueesteeeaeesseesaeeteesnessnsstaresnnessnesetnsesnnressreesneesnaresniersneesrnrees 160
7.2.4 = = | RPN 162

8. RECOMMENDATIONS FOR WAIVER/DEVIATION REQUESTS 163
S T A 7= T o T= = | 163
8.2  Classification of Waiver/Deviation REQUESES.........ccooeviiiiiiiieiiiiiiiie e 163
8.3 Independent Risk Assessment of Waiver/Deviation to Technical Requirements164
APPENDIX A DEFINITIONS 165
APPENDIX B MATHEMATICAL METHODS FOR OPTIMAL RECALL SYSTEMS 177
B.1 Measurement Reliability...........ccoooiiiiiii e 177
B.2  Optimal Calibration INntervals ..o 178
B.3 Consequences of Suboptimal SyStems..........ccovviiiiiiiiiii 179
B.4  The Out-Of-TOIEranCE PrOCESS.......cieiiiii e 181
B.5 The Out-0f-ToleranCe TIME SEIES.......cou i 181
B.6  Analyzing the Out-of-Tolerance TiMe Seri€S ........ccceiiieiiiiiiiiieeeeiiee e, 182
B.7 Measurement Reliability MOdeling .......ccoooviiiiiiiiiii e 183
B.7.1 QL= I =TT T T o 3 U N T T N 184
B.7.2 STEEPEST DESCENT SOLUTIONS ..uuitttiiieitti i eeetteeetataeeeetueessttaaeesttaaeestasaesenanaasatanaasestntesesnnaeesstnaeeestnseeresnneerees 185

B.8 Reliability Model SeleCtion ... 188
B.8.1 RELIABILITY MODEL CONFIDENCE TESTING ...iitttttutieieeeteettntiaseeeesersssteeeessssstunnaeeeesesstnnaseessessmnnnareeseesrmm 188
B.8.2 MODEL SELECTION CRITERIA. ... ettuettttiee ettt e e ette e e s ataeeseta e eeeata e ee st eesatasaaeaannaeatanaaeestnaeeannsaeesnnaaretnnaaresnnsess 190
B.8.3 VARIANCE IN THE RELIABILITY IMODEL ..couutiitiiie ettt e e et e et e e et e e e et te e e e et e e e e e e e s et e e e ett e e sata e eestaneeeetannns 191

B.9 Measurement Reliability MOEIS ..........coiiiiiiiiii e 191
B.10 Calibration Interval Determination ...........ccooeuieiuiiiiiiieii e 194
B.10.1 N =AY I G0 V=T 7. ] N S 194
B.10.2  INTERVAL CONFIDENCE LIMITS ..t iiiiiittiiiieeeeetietitiaeeeeeeeettat s e e e e eesssta s e eeeessastaaa e seaeseestnansaeeeeeesntannseeeeeressrannnss 194
B.11 Dog/Gem IdentifiCation.............uuiiiiiiiiiiiii e e e 195
B.11.1 DOG/GEM IDENTIFICATION—IMETHOD L ....uiiiiiiiieiiii e e e e ettt e e e e e e ee et s e e e e e e e ae b s e e e e e s ees b e aeesseesbaasseeeeeesaraanss 195
B.11.2  DOG/GEM IDENTIFICATION=—IVIETHOD 2 ......0uvvtuururesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssrsssrssnnn.. 196
B.11.3  SUPPORT-COST DOG IDENTIFICATION ...uetitteeiititetettaeeeetteeesetteeesstaaesetaaasesanseeetanaesstasaeeesansasssnnaeessnnaeerssnseeees 198
B.11.4  SUSPECT ACTIVITY IDENTIFICATION. ...uuuuitittt ettt et ettte e e ettt ee ettt eeee st e eeeata e e saaaaesetanaaeestnaessnneeestnearetnseassnnnaeees 199

Contents v



B.12 Data Continuity Evaluation .............coooiiiiiiiii e 201

ST I B T\ c= N I (U] o=\ 1] o I 202
B.14 Calibration Interval Candidate Selection..........coocoeuviiiiiiiiiiiiiee e, 203
B.15 Establishing Measurement Reliability Targets.........ccooovveviiiiiiiiiiiiie, 203
APPENDIX C TEST AND CALIBRATION HIERARCHY MODELING 207
@t I 011 {0 o [ o3 1T o PRSP 207
C.2 The Test and Calibration Support Hierarchy ...........ccccoooiviiiiiiiieeeen, 207
C.3 BOP Measurement Reliability—Test Process ACCUracy ........ccccceevvuvvieeeeeeennnnnn 210
C.4 Interval AdJUSTMENT........uni e e e e e e e eeeas 215
Cc41 INTERVAL ADJUSTMENT TO RELIABILITY TARGET CHANGES ... cciiititiieieeeieeettiieseeeeeesantaeeeeesesstannaseessesssnnnnneens 216
CA4.2 INTERVAL ADJUSTMENT TO TOLERANCE LIMIT CHANGES ....cittuieiiiieeeeeiie e e et e e et e e e et eeeeaa e e setaaeesstn e s eannneaeennn 218

C.5 Measurement DECISION RISK......ciuuiiiuiiiiiiiiii e e e s e 220
C5h1 TRUE VERSUS REPORTED MEASUREMENT RELIABILITY ..eevttuuieieeetietiutaeeeeeserssntseeeeeresstsnnaseeesesssnnnaeeesessnnmnn 220
Cb5.2 FALSE ALARMS/MISSED FAULTS ....utttuiiiieiititttiiae e e e et eestaaeeeeeeee sttt eeeseesss b taeeeeseestanaaaessssssatansaeeseeessrtnnsananees 221
C.6  Average-Over-Period Reliability ...........coouiiiiiiiiiii e 222
C.7 AVAIADIIEY ...ttt ettt ettt e, 223
(Ot C T @0 151 17 [0 To =11 0o F PP 225
C.9  Multiple ProducCt TESHNG .....coooiiiiiiiiiiiiiiiie et e e e 229
C9o1 THE GENERAL MULTIPLE TESTING IMODEL ... iiittiiiiie e et e e et e e et e e e et e e e eata s e e e st e e s st e aeeaan e s sannseestnaaeannaaees 229
C.9.2 DEFINITIONS AND NOTATION ...iitiiieiiti i ee ettt ettt e e ettt e eeett e e e e ataee e et e eeeata e e s saaeees b aaessasasasanaeeestnaaesstnseeesnnaasees 231
C.93 DETERMINATION OF F ([ X ) t1utttttttutttteeiutttteestteeeeattseaesastteaesastaeeesassseaesaasbseesaasbeeeesasbbeeeenbbeeeeanbbeeesanbbeeesanbeeeeenne 231
Co4 F S LY LTI T 1= Y, ] = S 234
C.10 Measurement Uncertainty ANaAlYSIS ..........oiiiiiiiiiiiieeeeiiie e et 234
APPENDIX D SMPC METHODOLOGY DEVELOPMENT 237
5 0 T 101 o Yo [ Tox 1 o o 237
D.2  Computation of In-Tolerance Probabilities............cccooooeiiiiiiiiiiii e, 237
D.2.1 UUT IN-TOLERANCE PROBABILITY . ettuiitttittietteeetaeesteeteesteesteesteeesssstasestersnesstsesaessneestreenaessnrersnreenaeesnierens 237
D.2.2 TME IN-TOLERANCE PROBABILITY ..eetttuuiieeiittttiiiaeeeeesetttttaeseeeseeasttaaeeseesastannaeeeserstnnaeeeserssmiaeeeereesn 238
D.3  Computation Of Vari@nCeS ........cccceiiiiiiiieieiiii et e e e e e eeaans 239
D.3.1 VARIANCE IN INSTRUMENT BIAS ... ciuiiitiiiiiiiiiie it e e ettt e e e et e e et e e et e eaa e e s e st s esaneesneesnseennseateranaestnnees 239
D.3.2 ACCOUNTING FOR BIAS FLUCTUATIONS ..uiiiiiiiiiiiiies e e ettt s e e e e e et te e e s e e e e eetataaeseeeseeesatann s eeeeeseestnnn e eeeeeeesnnannss 241
D.3.3 TREATMENT OF MULTIPLE MEASUREMENTS ....iituiiiiitieeetttieeeettteesettaeeeettaaesatasaesasansasstanaasssnnesesnneseestnaaaesnnseeees 241

D = 1 11 = 243
D.5  Derivation Of EQ. (D.3) ..uuiiiiiiiiiiieiiiiis ettt eanan 245
D.6  EStIMAtiON Of BIASES ... cvniiiiiiiei e r e e e 247
D.7  Bias CoONfIdENCE LIMILS . .uuieieiiiiii ettt e et et e e e e e e eae e seaes 248
APPENDIX E ERROR ANALYSIS METHODS 253
E.1 Measurement System Modeling ..........ccooomiiiiiiiiiiiiii e 253
E.2 Measurement Error MOAEIING ......coeeuueiiiiiiiiie et 254
E.2.1 SERIES SYSTEMS ..iituiiiiitiietettie e ettt e e ettt ee e et e eeeata e e eeaas et atanaee st aeeasasaasenanaeetanaeeesnnseeesnnnaarstanaaessnnsereesnnnaereen 255
E.2.2 SERIES-PARALLEL SYSTEMS ... otiiiiiiiiii ittt ettt e e ettt e ettt e et e e et et e e e et e e e e bt e e e ettt ee e st aes st aeeetanaaeestnesesnnaaeestnns 256
E.2.3 NONLINEAR RESPONSES....tuiiittittieitiettteettietsteeetteeaetstaeetaeeseestresaestaressnrtenarestseesneestrestnersnasstnrersneesnneesnieres 257
E.2.4 LARGE ERROR CONSIDERATIONS ...ttuuuuiteeetttttutueseessessrntaseessssssssnnaeeseessstunnaeeeeesestnmaeesserrmmeeerrr 257

R T Y 1 0 F= 1IN = g o g I 1T o PP 258
e = 11 11 ] =PRI 259

Contents Vv



APPENDIX F PRACTICAL METHOD FOR ANALYSIS OF UNCERTAINTY

PROPAGATION 261
e E [ 14 o Yo [¥ o 1] TP 261
F1.1 WWHY MAKE MEASUREMENTS? 1. ituiittititiitiietiestttest ettt e et e setee st e st s s b s e st esaassta e saa et abessasasbasasteransstaresaessanns 262
F.1.2 WWHY ESTIMATE UNCER TAINTIES ? ituiiitiittiiittietttestetatessta st eesaesaa s st e aatssasseta e saa st sasesasransastssesnsstnseransssnnns 263
F.2  Estimating Uncertainty — Conventional Methods...........ccccoooviiviiiiiiiiviiin, 264
F.2.1 METHODOLOGICAL DRAWBACKS ...euuiittiitiesittieetettteestatestes st e sat sttt astesaa st taesaassstsstatastnsssteesntsstaesstersnasstarens 264
F.2.2 METHODOLOGY REQUIREMENTS . .etuittiitiieititett ettt e et esaes st s eaa s st e e st esaassba e saa et sasetasssan s saeesaassbasastseranasstaans 272
F.3 Estimating Uncertainty — The Practical Method..............cc..ooiiiii . 273
F.3.1 THE ERROR IMODEL ...ctuiiitiiiiiiii ettt e et e e st e et e st e st s e et e e e b e e st e s ba e e eaa s s e b e e aa e e e s e ba e e eaa e s e b e e aa e san e s e b s easnerans 273
F.3.2 ACCOUNTING FOR PROCESS ERROR ....uuiiitiiiiiiiit ittt e et et e et e e e st e et e s e e e bt e ea e e s b e e aa e s aa s sba e sbnsatbseraneasbass 275
F.3.3 ACCOUNTING FOR PERCEPTION ERROR .. cuiituiitiiiiit it ee i et et e st sa s et s et s eaesa s ea s et s an s ea s anseb s s raesanseneernsenerans 276
F.3.4 MEASUREMENT UNCERTAINTY ESTIMATION ...uuiiiiiii it ee ettt s et e e et e e e et s s s et e e s st e s e saba e s saaaeesabaneeeeranans 277
F.4  Construction of Component PAfS..........coiiiiiiiiiii e 278
F4.1 THE PROCESS ERROR IMODEL .. cuuituiitieittiets et et e eaee e e e st s eas et s ssa s aa s e b s s ea e ansea e s s easeansensebnssnsensetnsenesansrnss 279
F.4.2 THE PERCEPTION ERROR IMODEL ..vvuiiiiittiiiitieee et e et e e ettt e e et e e e e e e s et e e e eaba s e s saaaee s et e e s eaasessann s seabaeeerennsens 280
F.4.3 INFERENCES CONCERNING MEASURAND VALUES ...uuiitiiitiiiiiietiiitee st tettes st esaaesstassstssssasstasessnssstsesnsessnsassnnes 281
F.4.4 EXAMPLE — NORMALLY DISTRIBUTED S-INDEPENDENT SOURGCES ....uitttiitiiiittiitiiiiieeiiniesiessisssnssssnsesnesaneassanes 281
F.4.5 EXAMPLE — MIXED ERROR-SOURCE DISTRIBUTIONS ...uttuutittetteteteetneranessteesnssstnsestsssnssssnsessnsssnssesnserneesnne 282
F.5 APPHCALIONS ...t 284
F.5.1 ESTIMATING MEASUREMENT CONFIDENCE LIMITS ..ouuiiitiiiiiiii ettt e et s et e s e et e et e e st e s e s st s e st s s sbsesnsesansasbanns 284
F.5.2 ESTIMATING IMEASURAND VALUES ....euitittittetaneetete et taeeatetsesssassnsesetastasaneasetnseatanseasetsenssaesensrsretnsrrersnrrnns 284
F.5.3 ESTIMATING CONFIDENCE LIMITS FOR X 1uuiiittniieittiietitteeeseteeeeeaasesesaeessaassseeaasssssansssssanssesabnesesaneesaraneerernnnss 284
F.5.4 ESTIMATING MEASUREMENT DECISION RISK ...ttt et e et e s e et e s e e st e s aae s st s s sa et ab s st s esaneastanns 285
F.5.5 EXAMPLE — NORMALLY DISTRIBUTED S-INDEPENDENT SOURGCES ....ucittiiittiitiieriiiiieeiiniesiessiessnssssnessnesaneasianes 285
F.5.6 EXAMPLE — S-INDEPENDENT ERROR SOURCES WITH MIXED DISTRIBUTIONS ....cvvuiieieitiieiieeeieeeeneeereesnsesanessranes 287
F.6  NOMENCIAIUIE ... 289
APPENDIX G DETERMINING UNCERTAINTY OF AN EXAMPLE DIGITAL
TEMPERATURE MEASUREMENT SYSTEM 293
T A 10 Y (0 o [ T3 1[0 o 293
G.2 Identifying the Measurement System Errors ........coooovvvviiiiieiveeiiiie e 294
G.2.1. SENSING (THERMOGCOUPLE) ......tttteeiutteeeeaitteeesttteee sttt e e s asste e e s aaste e e e aakb et a2 aa s b et e e aasbe e e e 4 nbb e e e e anb b et e e annbe e e e annbeeeeennes 295
G.2.2. INTERFACING (REFERENCE JUNCTION—LOW-PASS FILTER)......utttiiiiiitieiiiiieeiiieeeessiitee et e e s e e 296
G.2.3. FILTERING (LOW-PASS FILTER) ....eceiitiitttieeete e e i s eiittee et e e e s s s st ae e e ae e e s s ssaabaaeeeeaeesssanntaaaeeeeeessassnstnaneeeeeesaannnrnnnens 296
G.2.4. INTERFACING (LOW-PASS FILTER—AMPLIFIER) ....ttttttteaeaeaittteeetaeesaaatstseeeaaessaaanbsseeeeaeeasaannbsseeeeaeesssannrssseeeeess 297
G.2.5.  AMPLIFICATION (AMPLIFIER) .uuttttetiutttttestttteeastseeesassseaesassseeesaasseeesaasteeeeaanbeeeeanbs e e e e sbbeeeaansbe e e s annbeeeeasbeeeeanres 297
G.2.6. INTERFACING (AMPLIFIER—A/D CONVERTER) ...ettitiutttteeitttteeattteeesattseeessssseeesassseeessnssseessssseeesassseessansseeessnneeeas 298
G.2.7. SAMPLING (A/D CONVERTER) .utttttttteeessiiutttereeeeesssastsssessesesssanassssssseesessanmssssessseeeeesansssssseeeeeesanmmnrmsreeeeesannnn 299
G.2.8. SENSING (A/D CONVERTER) ... utttttttteeaaaaittttetaaaeaaaastteseeeaaaasaaasataeeeeaaeaaaaaasbee et eaaeeeaaaabbbeeeeaaeeeaasbnbeeeeaaeeesanreneees 300
G.2.9. QUANTIZING (A/D CONVERTER) ...ttteettttteeesuttteaeautseeaeatteeeeaasteteeaasteeeesaabeeeesaabeeeeeaabeeeeeaabbeeeesabbeeeesanbaeeessnbneeesane 300
G.2.10. DATA REDUCTION AND ANALYSIS (DATA PROCESSOR)...ccciuutttteiutteeeiittetesauteeesanstseessassseaesasseeesansseesssnsseeessnnens 300
G.2.11. DECODING (DATA PROCESSOR) . .uettieeeiiiiuteteeteeaessiiitutseseeaeessaasssstssseesesssaassssssssesesssanssseseseesessanmssssseseeeesannnnns 301
G.3 Identifying the Measurement Process EITors .........ccooovvuiiiiiiiiiiiiii e 302
G.3.1. PRECISION ERROR ....uiitiitii ittt ettt e et e et et st e e e et s b e e b s e e ea s s e e b s e s ea e aa s e b s s ea e an s e b s snsea s esnseneeeasenees 302
G.3.2. F N N LA I = 32 =1 == T = 302
G.3.3. (@1 oy o] = = =T =T = T 303
G.4 Methodology for Developing a Measurement System Error Model................... 303
G.5 Developing the System Error MOdel............ooviiiiiiiiiiiiiii e 304
G.6 Methodology for Developing a Measurement System Uncertainty Model......... 310
G.6.1 R SR (07 T 27 = 1 Y N 311
G.6.2 RELATIONSHIP OF STANDARD DEVIATION TO SYSTEM UNCERTAINTY evuuiiitiiieietnieeeerieereraeeeestnsessssnsesssnneesesnnns 312
G.7 Evaluating the Measurement UNCErtainty ............ceevieeiiiiiiiieeeeeiiie e eeeeiiee e eeeanns 313

Contents Vi



G.7.1 THERMOGCOUPLE ...ttt £ £ £ £ e £ e o4 £ oo oo e e e e e e e e e e e e e e e e e e e e eannaan
G.7.2 INTERFACE 1 (REFERENCE JUNCTION—LOW-PASS FILTER) ...cciiitiiiiiiiiiiei ittt
G.7.3 LOW-PASS FILTER . uttttttttte e e ie ittt ettt e e e sttt ettt e e o4 et bbbttt e e e 24 ek h b b e et e e e e 244 R b e be et e e e e e e s nRb e be e e e e e e e e s nnbnbneeeessnnrne
G.74 INTERFACE 2 (LOW-PASS FILTER—AMPLIFIER) ...cetttittttttttaaeeeaatiteeeeaae e e e aitsbeeeaaaeessannbsbeeeeaaesesanbsnneeeaaaasaanns
G.7.5 AIMPLIFIER L.t £ £ £ oo oo oo e e e e e e e e e e e e
G.7.6 INTERFACE 3 (AMPLIFIER—A/D CONVERTER) .....utttietitttteeeiutteeeeatteeeestteeeesstbeeeesssbeeeessabeeesssnbaeeesanbeeeessnsneeeenas
G.7.7 SAMPLING (A/D CONVERTER) 1eeiitiutttttttteeessiaituteeseeeesssaassstssesasesssaassssesseesessimamsstesseeseeesanmmssssseeseesannmsmssseees
G.7.8 SYSTEM UNCERTAINTY ..itititieietetettietetetet et ettt ettt et ettt et ettt ettt ettt ettt et et ettt ee et e e et e e e e et et eese e e s e eeeesesesesesesesensensnnsnnnnnnns
G.8 Establishing the Standard Deviations for Uncertainty Components..................
G.8.1 THERMOGCOUPLE ......ttttttete e ettt et e e e s e aatb ettt e e e e e 4 sbe b e e et e e e e a4 aa R bbb et et e e e e o4 aa R R b e be e e e a2 e e e aa R bR e ee e et e e e eaaannbeeeeeeeennnrnneeeas
G.8.2 INTERFACE 1 (REFERENCE JUNCTION—LOW-PASS FILTER) ...ciiiitiiiiiieee ittt ee e ettt e e e e e e e e e
G.8.3 LOW-PASS FILTER ..ot
G.84 INTERFACE 2 (LOW-PASS FILTER—AMPLIFIER) ....tettttiuttieeeiitteeeeatteeeestteeeesstbeeeesssbeeeessabeeesssnbaeeesanbeeeessnsneeeasas
G.8.5 AAMPLIFIER ...ttt ettt ettt ettt oo+ 44kttt e e 4444k R b ettt e 444444 R R E e Rt et e e a4 oo AR R R R R ettt e e e oo oA AR e R ettt e e e e e e R e et e e e e e e annrrnrees
G.8.6 INTERFACE 3 (AMPLIFIER—A/D CONVERTER) ..ccttttttiittttttttaaeaeaatttbeeeaaaaaaaasssbeeeaaasessanbsbeeeaeaeseaaannnseeeaaaeesaanns
G.8.7 SAMPLING (A/D CONVERTER) ..teuuttttteiuttttteaattteeesautseeesaasseeasassseeeaassse e e s ansbe e e e aasbe e e s aasbe e e e asbbeeeaanbbeeeeannbeeeeannneas
G.8.8 SYSTEM UNCERTAINTY ittitititietetetetetetetetetetetet et et et et et ettt ettt et ettt et et et et et et aeee et eeeeeeeeeeeeeeseeeeesesesesesesesesesnsesnsnnnnnnns
G.9 Estimating the Process UNCEertaiNty ..........oooiiiiiiiiiiiiiiiiie et
G.10 Estimating the Total Uncertainty............coouiiiiiiiiiiiii e
APPENDIX H THE INTERNATIONAL SYSTEM OF UNITS (SI)
o 0 O I 1T ] U
Ho2  STUNIES cott et
H.2.1 BASE UNITS iiititiiei ettt ettt s oottt et s e e e e et ettt e e e e e e et ee bt e e e e e e e et bbbt e e e e e et ee b e e e e eeeeeebnnr b e e e e e eennnen
H.2.2 SUPPLEMENTARY UNITS ..tttttttieeiiaiiittttttte e e s e aitteeeteee e e s s aasbee et e aeeesaaassbe e e e e e e e e e s aas bbb e et e e e e e e seasnbbe e e e eteeesaannnbnneeeeaeas
H.2.3 DERIVED UNITS ittt e oo e e oot e e e e e e e e e e e e e e e e e e e e e e e e e e ae e e e e e et et e e et e teaeaeaeeeaaaaaaaaaaaaaas
H.2.4 OTHER UNITS ettt ttttitttttetet ettt ettt ettt ettt ettt ettt sttt 5555455555555 5 5555555555555 5555555555455 5 5555555555555k 5 £tttk e e et e e e e ennennnn
H.3  UNitS iN TEMPOIAry USE.....ccoeiiiiiiiiiiiii ettt e et e e e e eaann e e e e eenne
H.4  ODbsolete UNItS..........ociiiiiiiii e,
H.5 Rules for Writing and Using SYymbOIS ...........ccoooviiiiiiii e
H.B  SIPIEIIXES .o e e e e bt as
H.7  CONVEISION 10 IMEIIIC....uuuuieiieiiie e ee ettt e et e e et s e e e e eeraeeeeeenes
BIBLIOGRAPHY
INDEX

Contents

Vil



Contents vili



Figures

Figure 3.1 — Calibration Configuration—UUT as SOUICE. ........ccceeevveriiiierieiiiiieeeeeeiine e 26
Figure 3.2 — Calibration Configuration—Calibrating Artifact as Source. ............ccccccene... 27
Figure 3.3 — Calibration Configuration—EXternal SOUrce. ...........ccccceeevieviiiiiiie e, 27
Figure 4.1 — Overview of the Measurement System Design Process............ccccceveveeennnnn. 35
Figure 4.2 — Example of a Measurement System Design ProCess...........cccceeveevvvineeennnnn. 36
Figure 4.3 — Sources of Error Within a Measurement Chain. ............c..ccovviiiiiieiiiiineeene, 40
Figure 4.4 — Example of Potential Sensing ErTOrS. ........cooeeiiiiiiii e 41
Figure 4.5 — Simultaneous Sampling of Three Sine Waves. ........cccccoovivvviiiiiiicvveiiieeee, 44
Figure 4.6 — Power Spectral Density AlIaSiNg. ........ccoouuuiiiiiiiiiiiin e 44
Figure 4.7 — Data Folding Relative to the Nyquist Frequency. .......cccccovvvvveiiiiieeeeeininnennn. 45
Figure 4.8 — Anti-Aliasing Filter Selection Examples. ..........coooiiiiiiiiiiiiiiiiieeei 46
Figure 4.9 — Components of Measurement Uncertainty. ............cccoeeeeveiiiiiieiineeeeiceeecennnen, 50
Figure 5.1 — Vertical Chain Effects on Uncertainty in Measurements...............ccccceeeeenen. 71
Figure 5.2 — Hierarchical Nature of Traceability..............c.cooriiii i, 72
Figure 5.3 — A Youden Plot for a 10 V Round RODIN. ..........cciiiiiiiiiiii e, 83
Figure 5.4 — Indirect Measurement of Physical Variable. .............cccccoii, 85
Figure 6.1 — Parameter Uncertainty Growth. ..o 96
Figure 6.2 — Measurement Uncertainty Growth. ..........cccoooiriiiiii e, 97
Figure 6.3 — Proficiency Audit EXample. ... 129
Figure 6.4 — Exchanging UUT and TME ROI€S. .........cccoviiiiiiiiiii e, 131
Figure 6.5 — END-ITEM Performance CUrIVe. ...........ciiiiiiiiiiiic e 135
Figure 6.6 — END-ITEM Utility versus END-ITEM Performance. .............cccccceeeveeeeennnnnn. 136
Figure 6.7 — END-ITEM Utility versus END-ITEM Attribute Value. ...........cccccoeeeevvennnnnnn. 136
Figure 6.8 — Average END-ITEM ULIlItY. ......cooovriiiiiii e 137
Figure 6.9 — END-ITEM Probability Density FUNCLON. ..........c.coiiiiiiiiiiiieereee e 138
Figure 6.10 — END-ITEM Uncertainty versus Test Process Uncertainty..............ccc....... 139
Figure 6.11 — The Test and Calibration Hierarchy. ............cccccooiiiiiiiiiiiiiic e, 140
Figure 6.12 — The Test and Calibration CycCle. ..........cooeiiiiiiiiiii e 141
Figure 6.13 — Measurement Process ReSUILS. ..........cccooovviiiiiiii i 142
Figure 6.14 — Elements of the Test and Calibration Process..........cccccoevvevviviiiiieeeennnnnn. 144
Figure 6.15 — Elements of the UUT Usage Period.............coooviiiiiiiiiiiiiii e 144
Figure B.1 — Calibration Interval versus Measurement Reliability Target. ..................... 180
Figure B.2 — Hypothetical Observed Time Series. ........ccoovviviiiiiii i 183
Figure B.3 — Out-of-Tolerance Stochastic Process Model. ..........cccccceeeiiiiiiiiiiieiceeennnnnn. 184
Figure C.1 — The Test and Calibration HierarChy. .........cccooovviiiiiiiiiiiiiiii e 208
Figure C.2 — The Calibration CyCle.........coooriii e 211
Figure C.3 — Measurement Uncertainty Growth. ...........cccooeeviiiiiiiiiicii e 215
Figure C.4 — Change in Out-of-Tolerance Criteria. ............covvviiiiiiieiiiiiie e 218
Figure C.5 — Multiple END ITEM TeSUNG. ....ccoviiiiiieiiiiiie et 230
Figure C.6 — The General Multiple Testing Model. ..o, 230
Figure C.7 — The Simplified MOdEl..........oooriiii e 234
Figure D.1 — Measurement Uncertainty COMPONENTS.........covvvvuiiieireiiiinieeeeeiiieeeeeeeeiannns 242

Contents IX



Figure E.1 — Basic Measurement MOdel. .............oiiiiiiiiiiiicie e 253

FIgure E.2 — MOAEl STAQES. ...t e e s 253
Figure E.3 — TWO-Stage SerieS SYSEM. ... 255
Figure E.4 — Series-Parallel System.........coooiiiiii e 256
Figure F.1 — Lateral Uncertainty Propagation............cccoooeeiiiiiiiiiiiieiiie e e 262
Figure F.2 — Vertical Uncertainty Propagation..............ccooveiriiiiiiiiceeeiiis et 263
Figure F.3 — Pre-test versus Post-test Attribute Populations.............cccoooovviiiiiininnnnnnn. 266
Figure F.4 — Post-test Distribution Normal ApproxXimation. ............ccceeevevviiiiniinnnneeeeeene. 267

Figure F.5 — Pre-test versus Post-test Attribute Populations for Cases without Renewal.268
Figure F.6 — Post-deployment Attribute Distribution t = 5 in Cases without Renewal. .. 270

Figure G.1 — Temperature Measurement SYStEM. .........oiiiiiiiiiiiieeeeiiee e 295
Figure G.2 — The Measurement MOdEel............ccooiiiiiiiii e 303
Figure G.3 — The Temperature Measurement System Model. .............cccoeeiiiiiiiinn, 305
Figure G.4 — The measurement distribution. ..............cccoooi i 312

Contents X



Tables

TABLE 3.1 Measurement Uncertainty Confidence Level Assignments for Measurement

TABLE

TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE

Applications and Degrees of DiffiCUlty .........ccoouuviiiiiiiiiii e 17
3.2 Mean Time Between Out-of-Tolerance (MTBOOT) Design Values for

Confidence Level/Measurement Reliability Goals for Equipment Following the

Exponential Reliability MOdel............cooouiiiii e 19
4.1 Error Source ClasSIfICAtIONS...........uiiiiieeiiiiieiiiiiiiiss e e e e e e eeeeeaeens 51
6.1 Calibration Interval Key [deas ..........ccooooviiiiiiiiiiiic e 106
6.2 Measurement Reliability Target Rough Guidelines.............cccovviiiiiiiinnnnnn. 118
6.3 The Calibration Interval ProCess..........ccuvuuiiiiiiiiiiii e 120
6.4 Provision for Extended Deployment............covviiiiiiiiiiiiiiiiin e 127
6.5 Proficiency Audit Results Arranged for SPC Analysis..........ccccceeiieeveninnnnn. 130
6.6 Measurement Decision Risk Elements ..., 143
6.7 Solar Experiment - SPecCifiCations ..........ccoouii i 148
6.8 Solar Experiment — Prime System Information ............cccccooeevvviiiiiiieeeennnnnnn. 149
6.9 Solar Experiment — Test System Information...............cccoeeeviiiiiiiie e, 150
6.10 Solar Experiment — Cal System Information .............ccccoevviiiiiiiiiiinneeeee, 151
6.11 Solar Experiment — Test & Cal Analysis Results ...........cccooovvviiiiiiieveennnnnn. 152
6.12 Solar Experiment — Cost Analysis ReSUltS..........ccoooovveiiiiiiiiiviiiiieeeeii, 153
6.13 Solar Experiment — Analysis Results — Trial 1 .........ccccoeeviiiiiiiiiiieeeeiiinnn. 154
6.14 Solar Experiment — Cost Analysis Results — Trial 1..........ccccooveviniiiiennnnnn. 154
6.15 Solar Experiment — Analysis Results — Trial 2 ...........coooiiiiiiiiiiiinicen, 155
6.16 Solar Experiment — Cost Analysis Results — Trial 2...........ccoovviiiiieninnnnnnn. 156
B.1 Consequences of Suboptimal Calibration Interval Systems....................... 180
B.2 Typical Out-of-Tolerance TiMe SEerieS .......cccuuiiiiiiiiiiiiiiiiiiieee e 182
C.1 Cost Modeling Variables............couuuuiii i 226
C.2 Acceptance Costs Modeling Variables...........coooveiiiiiiiiiiiicii e, 227
C.3 Measurement Uncertainty COmMPONENTS ......cceevviiveiiiieieiiiiieeeeeeeiin e e e 235
H.L SIEBASE UNIIS..cciiiiiiiiiiiiii ettt e e e e aaa s 327
H.2 Sl Supplementary UNItS........ccooiiiiiiiiiiii e 328
H.3 Examples of SI-Derived Units Expressed in Base Units ...........ccccccoeeeee. 328
H.4 Derived Units with Special Names ..........ccooiiii i 329
H.5 Example of SI-Derived Units Expressed by Special Names....................... 330
H.6 Unitsin Use With the Sl ... e 331
H.7 Units in Temporary Use WIth Sl ... 332
H.8 Sl PrefiX@S ..o 333

Contents Xi






ACE
ANSI
AOP
AR
ATE
A/D
BIPM

BOP
CGPM

CIPM

CMRR
CMV
CRM
DID
DVM
EOP
ESS
FS
ISO

MSA
MTBF
MTBOOT
NASA
NBS
NHB
NIST
NSRDP

Acronyms

Automated Calibration Equipment
American National Standards Institute
Average-Over-Period

Accuracy Ratio

Automated Test Equipment

Analog to Digital

International Bureau of Weights and Measures
(Bureau International des Poids et Mesures)

Beginning-Of-Period
General Conference on Weights and Measures
(Conference General des Poids et Mesures)

International Conference of Weights and Measures
(Conference Internationale des Poids et Mesures)

Common Mode Rejection Ratio

Common Mode Voltage

Certified Reference Material

Data Item Description

Digital Voltmeter

End-of-Period

Pure Error Sum of Squares

Full Scale

International Organization for Standardization
(Organisation Internationale de Normalisation)
In-Tolerance

Indicated Value

Lower Confidence Limit

Lack of Fit Sum of Squares

Measurement Assurance Program
Maximum-Likelihood-Estimate

Manufacturer’s Specified Accuracy
Mean-Time-Between-Failure
Mean-Time-Between-Out-of-Tolerance
National Aeronautics and Space Administration
National Bureau of Standards (now NIST)
NASA Handbook

National Institute of Standards and Technology (was NBS)
National Standard Reference Data Program

Acronyms

Xiil



OOTR
pdf
PRT
QA
RM
RMAP
RMS
RSS
RTI
RTO
Si

SMPC
SPC
SRM
S/N
TAR
TME
UCL
UUT
VIM

Out-Of-Tolerance-Rate

Probability Density Function

Platinum Resistance Thermometer

Quality Assurance

Reference Material

Regional Measurement Assurance Program
Root-Mean-Square

Root-Sum-Square

Relative To Input

Relative To Output

International System of Units
(Systeme International d’Unités)

Statistical Measurement Process Control
Statistical Process Control

Standard Reference Materials

Signal to Noise

Test Accuracy Ratio

Test and Measurement Equipment
Upper Confidence Limit

Unit under test

International Vocabulary of Basic and General Terms in Metrology
(Vocabulaire International des Termes Fondamentaux et Généraux de Métrologie)

Acronyms

XV



1. INTRODUCTION
1.1  Purpose

Methodologies and techniques acceptable in fulfilling metrology, calibration, and measurement
process quality requirements for NASA programs are outlined in this publication. The intention of
this publication is to aid NASA engineers and systems contractors in the design, implementation,
and operation of metrology, calibration, and measurement systems. It is also intended as a resource
to guide NASA personnel in the uniform evaluation of such systems supplied or operated by
contractors.

1.2  Applicability

This publication references NASA Handbooks, and is consistent with them. The measurement
quality recommendations are at a high level and technical information is generic. It is recom-
mended that each project determine functional requirements, performance specifications, and
related requirements for the measurement activity. Suppliers may use this document as a resource
to prepare documentation for doing tasks described in this document.

1.3  Scope

A broad framework of concepts and practices to use with other established procedures of NASA is
provided. The publication addresses the entire measurement process, where the term “process”
includes activities from definition of measurement requirements through operations that provide
data for decisions. NASA’s programs cover a broad range from short-term ground-based research
through long-term flight science investigations. Common to all programs are data used for
decisions (accept a system, launch a spacecraft) and data used for scientific investigations
(composition of a planet’s atmosphere, global warming) to establish scientific facts.

Measurement systems include hardware and software put in place to measure
physical phenomena. In their simplest form, measurement systems can be
considered to be a logical arrangement of equipment from one or more fabricators,
possibly coupled with application software, integrated within a process so physical
phenomena such as pressure, temperature, force, etc., can be measured, quantified,
and presented.

Specifically, this publication is not limited to test equipment calibration and measurement
standards activities. To provide a realistic assessment of data quality, the total process should be
considered. The measurement process is covered from a high level through more detailed
discussions of key elements within the process. Emphasis is given to the flowdown of project
requirements to measurement system requirements, then through the activities that will provide
measurements with known quality that will meet these requirements.

For many years, metrologists, calibration and repair specialists, measurement system designers,

and instrumentation specialists have utilized widely known techniques which are conceptually
simple and straightforward. With the proliferation of computing technology and philosophical
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changes occurring in quality management, the field of metrology is undergoing evolutionary and
revolutionary change. Methodology for determining measurement uncertainty is becoming
extremely complex in terms of system and component error analysis and manipulation of equations
that require a good foundation in mathematics.

Total Quality Management (TQM) is becoming the way of doing business. The new environment
is characterized by increased competition, scarcer resources, and a need to deliver high-quality
products and services on schedule, with as little risk and at the lowest cost possible. Emphasis is on
doing the right thing the right way with continuous improvement. This forces increased
understanding of what a measurement implies and the decisions based on the measurement. This
document is intended as a resource to help both management and technical personnel gain the tools
and knowledge necessary to achieve acceptable quality in measurement processes.

Several changes from “business as usual” in the metrology community are reflected in the efforts
underway to implement adaptations of the ISO 9000 series as replacements to the NHB 5300.4
series documents. In addition, NASA is working toward compliance with The U.S. National
Standard (ANSI/NCSL Z540-1/ISO Guide 25) as it affects general requirements for calibration
laboratories and measuring and test equipment. The ISO/TAG4/WG3 Guide to the Expression of
Uncertainty in Measurement and the interpretation provided in NIST Technical Note 1297 are
likewise being considered as changes from “business as usual.”

The complete implementation of the above philosophies has not yet taken place at
the time of publishing this document. The developing strategies are imminent, but
present a “moving target” for the authors. Therefore, the core of this publication
concentrates on the presentation of traditional measurement methodologies with
enhanced reinforcement of good engineering practices. As the practices of the
measurement community evolve, the techniques presented within will be valuable
to all who are responsible for the quality of the measurement.

Readers will vary from managers to personnel concerned with detailed activities. To help the
reader, the following sections are suggested for different interests:

o Section 2 (Quality Recommendations) defines quality recommendations in high-level

terms. The total measurement process is emphasized. This section is intended for all
personnel.

« Section 3 (Measurement Requirements) describes the derivation of measurement re-

quirements and includes the entire measurement process. Managers who depend on
measurements should scan this section, especially the ten stages of Section 3.2.1 and the
example in Section 3.2.7. Software is becoming increasingly important in measurement
processes, and is addressed in Section 3.5. Personnel responsible for defining measurement
requirements should read this section in detail. Other measurement persons should be
familiar with this section.

Sections 4 through 6 detail the key elements of the measurement process. Examples of mea-

surement systems are included. These sections are intended for members of the measurement
community who will design, implement, and operate the measurement process.
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Section 4 (Measurement System Design) presents a systematic design approach for

measurement systems, identifies the elemental errors associated with a measurement
process, reviews methods for combining errors, and provides the specific steps needed to
develop and evaluate a measurement process.

Section 5 (Measurement Traceability) provides the foundation necessary for establishing

traceability to measurement standards. Included are methods and techniques to assist in the
traceable transfer of known values to final data.

Section 6 (Calibration Intervals) discusses concepts, principles, and methods for the es-

tablishment and adjustment of intervals between calibrations for test and measurement
equipment.

Section 7 (Operational Requirements) deals with the operations phase of the measurement

process at a higher level than that of Sections 3 through 6. This section is primarily
intended for operational personnel who must provide data with known quality. Managers
should scan Section 7.1, which discusses quality.

Section 8 (Recommendations for Waiver/Deviation Requests) should be read by managers
and measurement personnel.

The appendices primarily delve into state-of-the-art innovations and techniques for error analysis,
development of statistical measurement process control, optimization of calibration recall systems,
and evaluation of measurement uncertainty. The techniques presented in these appendices will
likewise be valuable to the establishment of quality measurements.

Appendix A (Definitions) contains the terms used in this publication since it is recognized

there are different definitions, connotations, and preferences for specific terms used in the
aerospace and metrology communities.

Appendix B (Mathematical Methods for Optimal Recall Systems) provides the mathemat-

ical and detailed algorithmic methodology needed to implement optimal calibration in-
terval analysis systems as described in Section 6. This appendix should be read by
technical specialists responsible for calibration interval system design and development.

Appendix C (Test and Calibration Hierarchy Modeling) provides mathematical methods

and techniques to link each level of the test and calibration support hierarchy in an in-
tegrated model. These methods enable analysis of costs and benefits for both summary and
detailed visibility at each level of the hierarchy. This appendix should be read by technical
specialists responsible for calibration interval system design and development.

Appendix D (Statistical Measurement Process Control (SMPC) Methodology

Development) describes statistical measurement process control methodology in
generalized mathematical terms. The SMPC methodology overcomes traditional SPC
methods which are difficult to implement in remote environments. This appendix is not
intended for the casual reader, but should be read by technical specialists responsible for
developing information regarding the accuracy of the monitoring process. The
methodology is especially useful in cases where astronomical or terrestrial standards are
employed as monitoring references, and for reducing dependence on external calibration in
remote environments.
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Appendix E (Error Analysis Methods) provides the measurement system designer with

mathematically invigorating tools to develop measurement system error models and
analyze measurement system errors.

Appendix F (Practical Method for Analysis of Uncertainty Propagation) describes an

evolutionary nontraditional uncertainty analysis methodology that yields unambiguous
results. The term “practical” suggests that the methodology is usable or relevant to user
objectives, such as equipment tolerancing or decision risk management. In using this
methodology, rigorous construction of statistical distributions for each measurement
component is required to assess measurement uncertainty. Application software is
presently being developed for user-interactive computer workstations.

Appendix G (Determining Uncertainty of an Example Digital Temperature Measurement

System) is founded on an example temperature measurement system given in Section 4. It
is very detailed in the identification and analysis of error sources to determine the
measurement uncertainty and should be read by technical specialists responsible for the
design of measurement systems. The methodologies presented parallel those provided in

NIST Technical Note 1297 and the ISO/TAG4/WG3 Guide to the Expression of
Uncertainty in Measurement..

Appendix H (The International System of Units [SI]) contains traditional information on
the metric system. It is contained in this publication for the convenience of all readers.

Acronyms are defined at the beginning of this document. A reference section is at the end.

Throughout this publication, references are made to “space-based” activities.
For the purpose of definition, “space-based” includes all activities that are not
Earth-based, i.e. satellites, humanly-occupied on-orbit platforms, robotic deep-
space probes, space- and planet-based apparatus, etc.—all are included in the
term “space-based” as used in this document.
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2.0
2.1

QUALITY RECOMMENDATIONS

Introduction

Measurement quality can be described in terms of our knowledge of the factors that contribute to
the differences between the measurement and the measurand, and the extent of our efforts to
describe and/or correct those differences.

Two attributes of a measurement provide the quality necessary for decisions:

(1) The measurement must be traceable to the National Institute of Standards and Technology
(NIST), an intrinsic standard, or to a consensus standard accepted by contractual or similar

documents.

(2) Measurement uncertainty must be realistically estimated and controlled throughout the

measurement process.

Measurement quality assures that actions taken based on measurement data are only negligibly
affected by measurement errors. The complete measurement process should be included in the
objective definition of measurement quality. The following issues should be considered when
making a measurement.

2.2

The measurement process quality should be consistent with the decision’s need for
measurement data. The measurement process should be consistent with economic factors
in providing adequate quality and avoid an over-specified, expensive process.

Measurement system reliability design requirements should be defined and specified so
that design objectives are clearly understood.

Uncertainty is a parameter of the complete measurement process, not a parameter limited
to instruments used in the process.

Control of uncertainty of limited parts of the process, such as calibration of electronic
instruments, 1s a necessary condition for objective definition of uncertainty, but clearly is
not a sufficient condition.

Uncertainty of a chain or sequence of measurements grows progressively through the
sequence.

Uncertainty in the accuracy ascribed by calibration to a measuring attribute grows with
time passed since calibration.

Measurement Functions

Measurement quality requirements are applicable to the measurement processes associated with the
following functions:

(1) Activities where test equipment accuracy is essential for the safety of personnel or

equipment.
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(2) Qualification, calibration, inspection, and maintenance of flight hardware.
(3) Acceptance testing of new instrumentation.

(4) Research and development activities, testing, or special applications where the specifi-
cation/end products of the activities are accuracy sensitive.

(5) Telecommunication, transmission, and test equipment where exact signal interfaces and
circuit confirmations are essential.

Measurement processes used for purposes other than those specified above are considered to have
uncontrolled uncertainty and should be limited to

(1) Applications where substantiated measurement accuracy is not required.

(2) “Indication only” purposes of nonhazardous and noncritical applications.

2.3  Measurement Quality Recommendations

2.3.1 Requirement Definition

The measurement quality requirement should be objectively defined early in the activity and drive
the measurement process design.

Early definition of the measurement uncertainty and confidence level should be done so the
measurement process is responsive to its objective. The measurement process cannot be defined by
organizations in the measurement disciplines until the measurement quality requirement, traceable
to the decision, is known.

2.3.2 Requirement Traceability
The measurement quality requirement should be traceable to the decision need that will use the
data from the measurement.

The requirement should be responsive to the user of the data, and should not be defined only by
organizations in the measurement or metrology disciplines.

2.3.3 Implementation Cost

The measurement quality implementation should be cost-effective in providing the needed quality,
but not an over-specified quality.

The implementation should define the decision risk to provide adequate quality at the least cost.
Some measurements may have a broad uncertainty range, so quality can be implemented
economically. Critical decisions with high risk may need measurement uncertainties that are
difficult to achieve, with corresponding higher costs.

2.3.4 Uncertainty ldentification

The measurement should be treated as a process, with all contributors to bias and precision errors
(from the sensor, through data reduction) identified. Uncertainties should reflect a realistic
representation of the process so the process uncertainty, and prediction for growth, is meaningful.
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Uncertainties must be a realistic representation of the actual physical measurement process.
Sensors may disturb the measurand. Thus, they may not provide an accurate representation of the
measurand, and so may not provide the correct data needed for a good decision. In such a case,
uncertainties from both the sensor intrusion effects, and the relationship of the sensor output to the
data reduction equations, are necessary to correctly define the complete uncertainty. The effect of
software must be included. Operator characteristics or environmental changes are important
sources of uncertainty and so must be included. From the planning viewpoint, consideration of all
uncertainties early in the activity is essential to allow the total uncertainty budget to be allocated to
the measurement process elements.

Since uncertainties grow with time since test or calibration, measurement decision risk also
increases with time since calibration. This is the underlying motivation for recalibrating and
retesting regularly. When uncertainty grows beyond predicted limits, insidious “soft” failures occur
in the measurement system. “Soft” failures cause a measurement device to generate data beyond
stated uncertainty limits. Usually these failures go undetected by the user and/or operator.

2.3.5  Design Documentation

The measurement process design should be documented in written form with an auditable content
so that it may be used during the operations phase.

Usually, design documentation will be used by persons in the operation and data reduction phases
who did not design or develop the measurement process. The documentation will help operation
personnel to monitor uncertainties throughout the period of the measurement, so any uncertainty
growth with time can be better defined. Characteristics of the operation phase, which may be under
time pressure to correct failures, should be considered. The design documentation also should be
auditable. Extensive documentation is not necessarily needed. For instance, a short-term research
activity might be documented as a single-page memo that summarized the measurement process,
its uncertainties, and included measurement quality traceability. A long-term spaceflight activity
will need extensive formal documentation and should take into consideration use of alternate
personnel during the flight duration.

2.3.6 Design Review

The measurement process design should pass a review before implementation of the measurement
process with representation from technically qualified persons and from the data user
organization.

A review should be held before the implementation of the measurement process. The purpose of
the review is to ensure that all design requirements have been addressed. The review members
should include persons technically competent in relevant disciplines (metrology, sensors, software,
etc.), and persons from the user organization. This review could be a half-hour informal meeting to
a formal preliminary design review, depending on the scope of the measurement and the phase of
the activity. Despite the level of formality, every measurement process should be subjected to some
review before implementation. This recommendation is intended to assure both technical
competence and satisfaction of the decision organization.
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2.3.7 Quality Control

The measurement quality should be monitored and evaluated throughout the data acquisition
activity of the operations phase. This should be done to establish that the uncertainty is realisti-
cally estimated and controlled within the specified range, and that out-of-control exceptions are
objectively identified.

Objective definition of data quality is needed to support the decision process. Rigorous monitoring

is necessary to provide the objective definition.

2.3.8  Quality Documentation

The total measurement process should be documented so that decisions based on measurement
results can be objectively evaluated.

The measurement process should be documented to the extent necessary to enable an objective
estimate of risks associated with decisions based on measurement results.

2.4  Relevant Quality Provisions

Quality provisions relevant to the above measurement quality recommendations are found in the
following NASA Handbooks:

o NHB 5300.4(1B), “Quality Program Provisions for Aeronautical and Space System
Contractors”

« NHB 5300.4(1C), “Inspection System Provisions for Aeronautical and Space System
Materials, Parts, Components and Services”

« NHB 5300.4(1D-2), “Safety, Reliability, Maintainability and Quality Provisions for the
Space Shuttle Program”

« NHB 4200.1, “NASA Equipment Management Manual”
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3. MEASUREMENT REQUIREMENTS

3.1 Obijectives of the Measurement Process

To assure adequate space system performance, it is essential that technical requirements be
developed , defined, and documented carefully. Clearly defined measurement requirements lead to
the high reliability and quality needed to assure successful system performance and mission
achievement. They assure that decisions (including establishing scientific fact from measurements)
are based on valid information and that only acceptable end-items proceed from suppliers into
flight hardware and support systems. Many of these items are the sensors, detectors, meters,
sources, generators, loads, amplifiers, filters, etc., integrated to form the measurement system of a
space-based system. The definition and understanding of measurement processes and their
requirements raise such questions as:

o  What is a measurement? What characterizes it?

o  Why is the measurement being made?

«  What decisions will be made from the measurement?

«  What performance requirements do the measurements seek to validate?

« What measurement and calibration system design requirements will support the per-
formance requirements?

«  What level of confidence is needed to assure that measurements yield reliable data and that
the risks of using inadequate data are under control?

MEASUREMENT — The set of operations having the object of determining the
value of a quantity.

Measurements are subject to varying degrees of uncertainty. The uncertainties need to be es-
timated. From the estimate, the validity of the measurement can be assessed; the risks associated
with decisions based on these measurements can be quantified; and corrective actions can be taken
to control growth in the measurement uncertainty.
Measurements provide data from which decisions are made:

. To continue or stop a process

« To accept or reject a product

o Torework or complete a design

. To take corrective action or withhold it

. To establish scientific fact.

The more critical the decision, the more critical the data. The more
critical the data, the more critical the measurement.
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Hardware attribute measurements should be made during development to evaluate expected system
performance capabilities and the tolerance limits within which satisfactory performance is assured.
Other measurements, made during the development stage, confirm performance capabilities and
tolerances after production and before product delivery. Later, measurements are made by the end
user during acceptance tests, before launch or deployment, during deployment exercises, and
following mission completion. These tests and measurements, in one way or another, involve
decisions made to confirm compliance of the hardware with documented performance
specifications.

Measurements made during development create performance requirements
(specifications) from which other (production, acceptance, deployment and
post-mission) measurement requirements.

All valid measurement processes call for specificity of:
o  Measurement parameters
«  Parameter ranges
o  Allocation and control of uncertainties
«  Time limits to which the requirements apply
o  Environments in which they will operate.

These characteristics are used to establish the measurement control limits and design requirements
for both measurement and calibration systems.

Determination and control of measurement process uncertainty and it’s relation to hardware
attribute tolerances is a way to define and control risks taken during decision processes.

The objective of the design and control of measurement processes is to
manage the risks taken in making decisions based on measurement data.

The objective of the measurement process for space systems is to monitor the integrity of the
performance parameters of space hardware, instrumentation, and ground support equipment, and to
allow sound decisions for taking actions. The objective of calibration is to determine initial bias
errors, correct for these, and then to monitor and control the growth of measurement uncertainty.
This assures that decisions being made about the hardware from the measurement data are made
within acceptable risk limits. Two principles of the measurement activity should be considered:

PRINCIPLE 1 — Measurements only estimate the value of the quantity being
measured. There is always some uncertainty between the value of the measurand
and the data representing the measured quantity. The uncertainty may be very
small, such as the case of the measurement of a one-volt standard by a higher-level
standard, but the uncertainty always exists. The uncertainty must be estimated and
controlled to provide a measurement with known quality.
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PRINCIPLE 2 — Measurements are made to support decisions or establish facts. If
measurement data are not used in a decisions!, the measurement is unnecessary.

MEASUREMENT — DATA — DECISION

A decision must be based on data with known quality so measurement data errors will have only a
negligible effect on the decision. Measurement quality has two attributes: (1) the measurement
must be traceable and (2) the measurement must have a realistic estimate of its uncertainty. The
“realistic estimate of uncertainty” attribute leads to a third principle:

PRINCIPLE 3 — Every element of the measurement process that contributes
to the uncertainty must be included.

3.2 Defining Measurement Requirements

3.2.1 Measurement Requirements Definition Sequence

Determining measurement process requirements can be viewed as a ten-stage sequence that flows
down as follows:

STAGE 1 — MISSION PROFILE

Define the objectives of the mission. What is to be accomplished? What reliability is
needed and what confidence levels are sought for decisions to be made from the
measurement data?

STAGE 2 — SYSTEM PERFORMANCE PROFILE

Define the needed system capability and performance envelopes needed to accomplish
the Mission Profile. Reliability targets and confidence levels must be defined.

STAGE 3 — SYSTEM PERFORMANCE ATTRIBUTES

Define the functions and features of the system that describe the System’s
Performance Profile. Performance requirements must be stated in terms of acceptable
system hardware attribute values and operational reliability.

1 The use of the term “decisions” to include scientific data, as another use of measurement data, is shown here.
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STAGE 4 — COMPONENT PERFORMANCE ATTRIBUTES

Define the functions and features of each component of the system that combine to
describe the System’s Performance Attributes. Performance requirements must be
stated in terms of acceptable component attribute values and operational reliability.

STAGE 5 — MEASUREMENT PARAMETERS

Define the measurable characteristics that describe component and/or system
performance attributes. Measurement parameter tolerances and measurement risks
(confidence levels) must be defined to match system and/or component tolerances and
operational reliability.

STAGE 6 — MEASUREMENT PROCESS REQUIREMENTS

Define the measurement parameter values, ranges and tolerances, uncertainty limits,
confidence levels, and time between measurement limits (test intervals) that match
mission, system, and component performance profiles (Stages 2, 3, and 4) and the
measurement parameter requirements (Stage 5).

STAGE 7 — MEASUREMENT SYSTEM DESIGNS

Define the engineering activities to integrate hardware and software components into
measurement systems that meet the Measurement Process Requirements. Definition
must include design of measurement techniques and processes to assure data integrity.

STAGE 8 — CALIBRATION PROCESS REQUIREMENTS

Define the calibration measurement parameter values, ranges, uncertainty limits,
confidence levels, and recalibration time limits (calibration intervals) that match
measurement system performance requirements to detect and correct for systematic
errors and/or to control uncertainty growth.

STAGE 9 — CALIBRATION SYSTEM DESIGNS

Define the integration of sensors, transducers, detectors, meters, sources, generators,
loads, amplifiers, levers, attenuators, restrictors, filters, switches, valves, etc., into
calibration systems that meet the Calibration Process Requirements. Definition must
include design of calibration techniques and processes to assure data integrity.
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STAGE 10 — MEASUREMENT TRACEABILITY REQUIREMENTS

Define the progressive chain of calibration process requirements and designs that
provide continuous reference to national and international systems of measurement
from which internationally harmonized systems measurement process control is
assured.

Stages 1 through 4 describe the performance requirements of the complete system and each of its
parts. These are the system and component capabilities converted to written specifications essential
to successful mission achievement. Stages 5 and 6 apply the measurement parameters derived
during development that characterize the attributes of the hardware. Because of NASA and
contractor technical and management objectives, Stages 5 and 6 are the critical efforts that
establish the technical objectives and requirements that the measurement process designs shall
meet.

The output of Stage 6, Measurement Process Requirements describes
. Measurement parameters — (voltage, pressure, vacuum, temperature, etc.)
« Values and range — (3—10 volts, 130-280 pascal, 0 to —235 degrees celsius, etc.)
«  Frequency/spectra range — (18-20 KHz, 10—120 nanometers, 18-26 GHz, etc.)
« Uncertainty limit — (£0.1% full scale, £0.005 °C, etc.)
.  Confidence level — (3 standard deviations, 99.73% confidence limits, 2 , etc.)

« Time limit — (one flight, six months, five cycles, etc.) for which the uncertainties are not
to be exceeded at the confidence levels given.

Stage 7, Measurement System Design, is part of a larger system design activity that focuses on the
measurement process. Engineering analysis of the measurement process is done to allocate
performance to the system components. Section 4 describes detailed techniques used during
design. Also, in Stage 7, provisions for testing and calibration are included in the measurement
process.

Stages 8 through 10 are directed at establishing the calibration and measurement traceability
capabilities needed to support the operational measurement system and are discussed in Section 5.
Fundamental to calibration and measurement traceability is the control of measurement
uncertainty, which in turn is controlled by design (Stages 7 and 9) and the establishment and
adjustment of calibration intervals. Section 6 deals with this subject.

In the ten-stage flowdown of determining measurement process requirements, two aspects are
indigenous to the process. They are: the underlying operational requirements and the special
circumstances of state-of-the-art limits and practicality where a waiver or deviation from standard
requirements is prudent. These matters are covered in Sections 7 and 8, respectively.
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3.2.2  System Characteristics and Measurement Parameters

To get measurement process requirements at Stage 6 of the definition sequence Stages 1 through 4
need to be examined to determine the characteristics (values, tolerances, etc.) of the materials,
articles, processes, and experiments.

Often characteristic studies are done. These studies
«  Determine theoretical performance capabilities
«  Estimate performance degradation over time
«  Establish test attributes
« Allocate tolerances at specific measurement sites
o  Establish measurement conditions
o Identify where measurements will be made

. Show the confidence levels needed for measurement decisions.

These characteristics are often in system parameter documents or their equivalent. These are the
characteristics that affect system functions, features, interchangeability, coordination, reliability,
quality, and safety. Characteristics must be described in enough objective detail to include the
performance tolerance limits within which the wanted performance lies, or beyond which unsafe or
inadequate performance lies. From these article or process characteristics, Stage 5 defines
measurement parameters that translate the defined characteristics into measurable terms. These are
often the same phenomena, such as temperature or voltage, but they also include characteristics
that are only representations of the hardware feature.

For those articles that form a system assembly process, candidate measurement parameters that
represent performance characteristics include the following:

«  Power inputs needed for article operation
«  Signal inputs to emulate interactive hardware operations

«  Output signals from the article (especially those parameters that measure nonlinear outputs

near specification limits, those outputs sensitive to other component parameters, and those
outputs sensitive to two or more inputs that may interact)

«  Measurements to control or monitor the process or progress of the article through a series
of tests.

More information than just characteristics, values, and tolerances is needed to define measurement
requirements. The environment in which the measurements will be done needs to be identified in
detail. Is it hostile to the measuring systems? What are the pressures, temperatures, humidity,
radiation levels, sound intensity, etc., at which measurements will be done? It will be impossible
to do uncertainty analyses without this knowledge. Also, information is needed regarding the
intended sites where the measurements will happen and whether they are remote, accessible to
human contact, etc.
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3.2.3  Establishing Measurement Classifications

Another facet of defining measurement requirements calls for consideration of the relative im-
portance of all measurement processes involved in a given program or mission. Indicators of
importance are useful in identifying confidence level requirements on measurement uncertainties in
a program or mission.

The greater the importance of the decision, the higher the confidence the decision
makers need in their measurement data. Therefore, important measurement data
must be obtained at high confidence levels.

The importance of measurements can be classified, first, to the importance of their application
(mission, experiment, fabrication process, inspection, fault analysis, etc.) A second classification,
complementary to the first, would involve the degree of difficulty in the measurement process,
especially as it relates to the measurement uncertainties and sensitivities needed versus the
capability, or state of the art, of the measurement systems.

3.2.3.1 Criticality of Application

NASA Handbook 5300.4(1D-2), Appendix A, defines criticality categories throughout NASA.
These represent priority requirements that could apply to all aspects of NASA programs including
measurement processes. The categories of criticality are paraphrased here as follows:

Category 1  Measurements that affect loss of life or vehicle.
Category 2  Measurements that affect loss of mission.
Category 3  Measurements that affect performance other than Category 1 and Category 2.

Category 3 is unspecific about subordinate categories. The criticality of measurements should
perhaps be classified in terms of the confidence to be expected in making decisions from mea-
surement data. (These subcategories may not be in precise order of importance, since they are
influenced by circumstances).

Subcategory 3.1 Measurements monitoring mission tasks and sensing changes to
steady-state mission conditions.

Subcategory 3.2 Measurements of components and systems under development that
generate design specifications. Measurements of fabrication processes
that produce goods to design specifications.

Subcategory 3.3 Measurements made to test and confirm that products meet design
specifications. Measurements made to test and confirm that
measurement equipment meets performance specifications.
Measurements made to test and confirm that uncertainties (errors)
have been determined and corrected and controlled.

Subcategory 3.4 Measurement of components and systems to determine their
maintenance status. Measurement or monitoring environments within
which end-items and test systems operate.
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3.2.3.2 Difficulty of the Measurement

The degree of difficulty of each measurement may have a direct effect on it’s cost and quality.
Measurements deserving the most attention can be rated in terms of degrees of difficulty in
meeting measurement requirements, where that difficulty may lead to hardware with lowered
performance capability. The following classifications are suggested:

Difficulty Degree A MOST DIFFICULT OR IMPOSSIBLE MEASUREMENTS

Al Measurements of selected parameters that cannot be made because of lack
of available measuring devices and methods.

A2 Measurements that can be made, but to meet program requirements, require
methods that are extremely expensive, or time-consuming.

A3 Measurements of space-based calibration processes that cannot be
supported readily by simple on-vehicle or astronomical or terrestrial
measurement references.

(Difficulty degrees Al, A2 and A3 usually force use of alternative performance parameters that
may only slightly characterize system performance, but can, at least, be measured at reasonable
difficulty levels.)

Difficulty Degree B MEASUREMENTS THAT CANNOT MEET THE NHB 5300.4(1B)
MEASUREMENT UNCERTAINTY REQUIREMENTS
Bl That uncertainties in any article or material measurement process shall be
less than 10 percent (1/10) of the measured parameter tolerance limits.
B2 That uncertainties of calibration processes be less than 25 percent (1/4) of the
measured parameter tolerance limits.
Difficulty Degree C MEASUREMENTS MADE IN ENVIRONMENTS HOSTILE TO

OPTIMUM MEASURING SYSTEM PERFORMANCE.

3.2.4 Establishing Confidence level Requirements

A method is needed to express the degree of confidence that is wanted for each
measurement process.

Confidence levels are related to the quality and reliability goals of the experiment, the hardware or
the process. These provide the designer of the measurement process with goals that determine
control of uncertainty. in the measurement process. Otherwise, the measurement process designer
must guess at the quality and reliability goals of the experiment, hardware, or process. Therefore,
the characteristic studies must also show the confidence levels at which the characteristic
tolerances will be controlled. From these, measurement uncertainty analyses can be done, decisions
regarding tests can be made, and where and how often to test can be established.

Confidence levels have a direct effect on cost, schedule, and data reliability for the measurement

system design, its production, its calibration, and its maintenance. Finding a way to assign proper
confidence levels is needed to help planner and designer alike and is addressed in the next section.
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CONFIDENCE LEVEL (), that is, the probability that the measurand value lies
within the uncertainty interval of the measurement, is expressed in this publication
in terms of standard deviation, sigma or o

For a high-confidence measurement requirement, the system planner or designer needs guidance

about the confidence levels to require for system uncertainty estimates. The correlation of critical
applications and difficult measurements suggest that a matrix of these two elements can be formed.
This can present a decision base for assignment of proper confidence levels and a sense of priority

for the planning and costs for development and designs of the measurement processes. Table 3.1

presents a suggested approach to choosing confidence level requirements to accompany
measurement uncertainty requirements.

TABLE 3.1 Measurement Uncertainty Confidence Level Assignments for
Measurement Applications and Degrees of Difficulty

TABLE 3.1

Measurement Uncertainty Confidence Level
Assignments for Measurement Applications and

Degrees of Difficulty
CATEGORIES of CRITICALITY of APPLICATIONS
DEGREES of 1 2 3.1 3.2 3.3 3.4 OTHER
DIFFICULTY
A1 * * * * * * *
A2 1 1 2 3 4 5 6
A3 1 1 2 3 4 5 6
B1 1 2 2 3 4 5 6
B2 2 3 3 4 5 6 6
c 2 3 4 5 6 6 7
OTHER 2 3 4 5 6 7 7
Legend:
Matrix Intersection Confidence No. of Standard Deviations
Number Level (Sigma)
1 99.99994 5.0
2 99.994 4.0
3 99.73 3.0
4 95.45 2.0
5 91.37 1.8
6 86.64 1.5
7 68.27 1.0
*

Measurement cannot be performed.
Alternative parameter must be selected.

3.2.5

Establishing Measurement System Reliability Requirements

The previous section provided guidance on confidence level assignments for measurement un-

certainty requirements. Still, some way is needed to describe the period over which the uncertainty
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estimate can be depended upon and how to translate that time into a useful design target. Two
elements are involved in the description. First, the time within which the uncertainty can be
“guaranteed”—this element is equivalent to the calibration interval. Second, the population
(percentage) of measurement data that can be expected to be within the uncertainty limits at the
end of the “guaranteed” time. This is the end-of-period (EOP) in-tolerance probability or the
measurement reliability requirement.

For practical purposes, the measurement reliability requirements and the
confidence level requirements coincide.

The specified measurement uncertainty is to be contained within the measurement reliability/
confidence level requirements over the course of the calibration interval. For example, the first
element could be a 6-month calibration interval; the second element would be a 95.45% EOP
measurement reliability, corresponding to a 2—standard deviation confidence level.

With the uncertainty, both the interval and the measurement reliability must be
specified to fully convey the design requirements for the measurement system.

This is necessary to assure that rapid uncertainty growth during the calibration interval does not
add unreasonable uncertainties to the measurement process when the measurement is being
performed. Unfortunately, neither the confidence level or the calibration interval are useful to the
planner unless they are translated into terms, or a single term, that designers can use. Calibration
interval mathematical models use a term that appears to fulfill this need. It is similar to the term
mean-time-between-failure (MTBF) used as a reliability target in hardware and system design
specifications.

MEAN-TIME-BETWEEN-OUT-OF-TOLERANCE (MTBOOT) reflects the
mean time between “soft” failures for measuring instruments and systems. For this
purpose, “soft” failures are defined as those that cause a measurement device to
generate data beyond stated uncertainty limits. These soft failures usually go
undetected by the user and/or operator.

By contrast, MTBEF failures are “hard” ones, resulting from extreme component degradation or
failure and subsequent inability to reach performance limits (ranges or frequencies) and usually,
are readily detectable to the user and/or operator. The exponential calibration interval
mathematical model (see Appendix B) uses MTBOOT values to establish calibration intervals to
match desired percentage in-tolerance goals for program applications. For example, typical
general-purpose military test, measurement, and diagnostic equipment have percent in-tolerance
probability targets of from 72 to 85% EOP.

For a specified calibration interval, percent in-tolerance (measurement reliability) goals create
specific MTBOOT requirements. For example, a one-year calibration interval on an instrument that
behaves according to the exponential model, whose recalibration percent in-tolerance (IT) is to be
greater than 95% IT EOP, results in an MTBOOT requirement of 40,500 hours. This would mean
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that the instrument designer would have to target his or her design for an MTBOOT equal to or
greater than 40,500 hours if the one-year interval is to be achieved. (Under normal circumstances,
most MTBFs would be at least equal to or greater than a specified MTBOOT.) A four-month
interval with measurement reliability targets of 95% IT EOP would lead to an MTBOOT of 13,500
hours. For the same four-month interval, if >99% IT EOP were a requirement, the MTBOOT
would increase to 68,700 hours. Were these values of MTBOOT unachievable in the design, the
interval would have to be shortened, the allowable out-of-tolerance percentage increased (that
could lead to an increased risk of wrong decisions being made from the measurement process
through lowered measurement reliability), or the mission objectives re-evaluated to adapt to the
lowered measurement reliability.

Table 3.2. reflects example measurement reliability requirements versus MTBOOT for a one-year,
six-month and three-month calibration interval assuming a 40-hour work-week usage, and for
systems whose uncertainties grow exponentially with time. (MTBOOTs for shorter or longer
intervals/usage would vary linearly with time.) The figures in the table are based on the following
mathematical relationship:

MTBOOT = —-Usage Hours per Year/ In R
Where R = confidence level or measurement reliability.
TABLE 3.2 Mean Time Between Out-of-Tolerance (MTBOOT) Design

Values for Confidence Level/Measurement Reliability Goals for Equipment
Following the Exponential Reliability Model

MEASUREMENT PROCESS
CONFIDENCE LEVELS MEASUREMENT SYSTEM MTBOOQOT (Khrs)

SIGMA RELIABILITY GOAL FOR1YR FOR 6 MO. FOR 3 MO.
5.0 99.9999% 3,467,000 1,733,000 867,000
4.0 99.994 34,667 17,333 8,667
3.3 99.9 2,059 1,030 515
3.0 99.73 743 372 186
2.6 99 206 103 515
2.0 95.45 44.7 22.4 11.2
1.96 95 40.5 20.3 101
1.8 91.37 23.0 15.5 7.75
1.65 90 19.7 9.85 4.93
1.5 86.64 14.5 7.25 3.65
1.44 85 12.8 6.4 3.2
1.08 72 6.33 3.17 1.58
1.0 68.27 5.45 2.73 1.36
0.84 60 4.07 2.04 1.02
0.67 50 3.0 1.5 0.75

" (2,080 usage hrs/yr @ 40 hrs/wk)

Specific values of MTBOOT and implied values of MTBF can be used for definition of system
reliability design requirements. They can be used by program planner and system designer alike.
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3.2.6  Finalizing Measurement Requirements

Once the measurement parameters, measurement values, applications, environment, and tolerances
(including confidence/reliability limits) have been defined, the final definition of measurement
requirements is nearly complete.

If the measurement process supports an experiment, article, or fabrication process,
NHB 5300.4(1B) requires that the measurement uncertainty be less than ten
percent (1/10) of the tolerances called out for the parameter. If the measurement
relates to a calibration measurement process, NHB 5300.4(1B) requires that
combined uncertainties of the calibration measurement system will be less than 25

percent (1/4) of the tolerances called out for the parameter.?

Finally, the ten-stage definition process generates a measurement requirement that includes:

o  The parameter to be measured, including the range and specific values of the parameter,
and its location and point of measurement

« The process characteristics, such as static or dynamic, bandwidth/frequency spectrum, etc.

« The measurement modes, such as absolute, gage or differential pressure, volumetric or
mass flow, temperature conduction, convection, radiation, etc.

«  The environment (pressure, temperature, moisture, electromagnetic interference, etc.) in
which the measurement is to be done, including measurement sites and operators

o  The data to be acquired throughout the measurement process, including data rates and data
bandwidths

« The measurement uncertainty requirements associated with each value of the parameter

« An expression of the confidence limits within which the uncertainties must be contained.

These limits would be determined by considering the criticality of the application and the
difficulty of the measurement

o  The time limits between measurements or tests to assure control of hardware performance

spread and a definition of the percent of items or measurement data to be found operating
within performance and uncertainty limits.

Equipped with these clearly defined measurement requirements, the designer of the measurement
process can continue in an orderly manner to develop specifications to meet a specific design goal
and to complete a successful measurement system design.

2 These “rules of thumb” ratios of 1/10 and 1/4 are simplified methods of assuring that test or calibration process

measurement uncertainties do not negatively affect decisions made from the measurement data. When these rules cannot be
met, far more complicated alternatives are available to determine measurement uncertainty requirements. These include
individualized measurement uncertainty analyses and measurement statistical process control techniques discussed elsewhere
in this document.
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3.2.7 Example—Measurement Requirement Definition of a Solar
Experiment

An example is presented below to illustrate the ten-stage measurement requirements definition
process. The example starts with space science mission requirements and, through the first six
stages, develops the Solar Experiment instrument system requirements. In Stage 6, the example
switches to the development of requirements of the ground test system needed to support the flight
system. Examples covering the operational measurement system design are provided in Section 4.

STAGE 1 — Mission Profile

A space mission named the Solar Experiment is planned that includes, as one of several tasks, an
experiment to determine the variability of solar ultraviolet (UV) irradiance over a year’s cycle.
Extreme fluctuations in irradiance are expected to be found based on rough measurements (+30%
of indicated value) taken on Earth-based instruments whose uncertainty was increased by
atmospheric interference. For the mission, measurement data uncertainty of less than £10% of
indicated value (IV) is wanted with 24-hour-per-day, ten-second increment data transmission
capability. Mission reliability is targeted at 99.73% (3 o). The Solar Experiment’s mission
application has been designated by management as a Criticality Category 3.1.

STAGE 2 — Measurement System Performance Profile
The phenomena to be detected are UV intensity and spectra. The measurable characteristics are

determined to be units of power (watts/square meter—W/m?2) and spectra (wavelengths of 120 to
400 nanometers.) Measurement difficulty is high and has been assigned Degree A3.

To avoid compromising the mission reliability goal, the reliability goal of each mission component
(experiment) must have a reliability goal significantly higher than that of the mission reliability
goal. Confidence levels for the Solar Experiment’s goals must be significantly higher than the
mission’s reliability goal of three sigma.

Using Table 3.1, the critical application and difficulty confidence level matrix, a target of 4o
(99.994% confidence level) appears proper for the Solar Experiment’s part of the mission.

STAGES 3 and 4 — Measurement System and Component Performance Attributes

The fluctuation in ultraviolet radiation can be measured in several ways: by differential techniques,
by absolute techniques, and by a combination of the two. An absolute technique is chosen as the
objective. Calibration and testing of the experiment’s instrumentation system will be done in the
environment of the launch site’s test laboratory. Measurement value ranges are set at 1 to 100
milliwatts per square centimeter with a spectrum of 120 to 400 nanometers. The measurement
uncertainty requirement 1s £10% IV to meet the data accuracy requirement at a confidence level of
4 0. The performance interval over which the uncertainty is to be maintained is 1 year. To provide
the design criteria for system and/or component reliability, an MTBOOT corresponding to a 4o 1-
year test interval is assigned. (After one year the system is to be transmitting measurement data,
99.994% of which is within uncertainty limits of £10% IV.) A 24-hour day, full-time data
transmission operational requirement generates 8760 hours per year of usage time. Presuming the
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instrumentation system’s uncertainty will degrade exponentially, an MTBOOT requirement of
about 146,000,000 hours is assigned. Shown earlier, MTBOOT is calculated from the equation:

MTBOOT = —Usage Hours per Year/ In R
Where R = confidence level or measurement reliability.

An MTBOOT (or even an MTBF) of 146,000,000 hours is an extremely high requirement that the
designers may find impossible to meet. It may call for the extraordinary design features discussed
earlier. It may also need a request for waiver of the 99.994% (4 o) confidence level requirement to
something closer to 30. However, even a 3.29 o requirement translates to 99.9% levels which, for a
one year interval would establish an approximate 8,756,000-hour MTBOOT. Obviously, the final
design for the Solar Experiment instrumentation system will be difficult. While prototypes have
been said to be available with “accuracies of +5% of indicated value,” the confidence levels of the
uncertainty estimates were determined to be no better than 3 o, with no account taken for
uncertainty growth over a full year, although long-term photodiode sensor and optical element
stabilities were said to be excellent. An attentive reevaluation of the capability of the prototype will
be needed to confirm that uncertainties at higher confidence levels over the year’s interval will
match the £10% requirement. If all efforts fail, it may become necessary for the planners to rethink
the need for a 10% data accuracy requirement for the Solar Experiment, or a 3 o mission reliability
target. They also could consider changing the data sampling rate to reduce the 24-hour per day
operational requirement to, say, 8 hours per day. This would reduce the MTBOOT by 2/3.

STAGES 5 and 6 — Measurement Parameters and Measurement Process Requirements

The sequence now calls for an assessment of the Solar Experiment instrumentation system to
determine how and to what requirements its first calibration and retesting after one year will be
done. Since the instrument can detect power and spectra, its own first calibration and retesting will
need a source or stimulus and comparator with proper characteristics to emulate the UV solar
irradiance phenomenon. This requirement calls for a source and comparator testing system that can
generate and detect 1 to 100 milliwatts/square centimeter across the 120400 nanometer spectra.
As prescribed by NHB 5300.4(1B), the uncertainty of this test system is to be 10% of that of the
Solar Experiment’s goal, or £1% IV. It has a Category 3.1 application assignment. The degree of
difficulty is Bl in expectation of the inability to meet the 1% IV requirement. From the Table 3.1
application and difficulty matrix, a 40 (99.994%) confidence level requirement is assigned. The
calibration interval for the test system can be short, except its calibration is expected to be
expensive and time-consuming. Six months is considered an acceptable target. Calibration of the
test system will be done in a calibration and/or standards laboratory environment. Test system
usage is planned to be 40 hours per week. Presuming that the test system’s uncertainty will degrade
exponentially, the MTBOOT requirement is 17,333,000 hours, corresponding to 99.994%
measurement reliability and a 6-month calibration interval with 40 hour per week usage.

STAGE 7 — Measurement Systems Designs
The test system that will be designed to meet the Measurement Process Requirements stages is a
series of three calibrated standard Deuterium lamps operating in an ambient air medium. These

serve as 1-100 milliwatt/cm?2 power sources operating across the full power range at spot
wavelengths in the spectrum of 120—400 nm with proper shielding and focusing hardware to assure
that random uncertainty sources are minimized. Three lamps are used to meet the MTBOOT
requirements, to allow process-controlled statistical intercomparisons of the three to increase
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measurement uncertainty confidence levels, and to compensate for the gaps in the wavelength
spectrum. Also, measurement techniques will be devised so that the largest bias errors of the
experiment’s instrumentation system are corrected for in its embedded computer software, as are
wavelength extrapolations. While an uncertainty of £1% IV to 4o for 6 months for the new design
is not achievable, +1% IV at 3 o for 4 months is. The 3o at 4 months requirement results in an
MTBOOT of 248,000 hours. By comparison, if the new system were to achieve a 4o confidence
level it would create a short calibration interval of only 65 calendar hours, or less than every three
days. Conversely, if the original £1.0% IV tolerances could be relaxed to £1.33% IV, the 4o at 4
months requirement could be met. However, this +1.33% IV, “4x4” system needs an MTBOOT of
11,556,000. This would be the equivalent of saying that a £1%, “3x4” system with a 248,000-hour
MTBOOT is equal to a +1.33% “4x4” system with a 11,556,000-hour MTBOOT. If an MTBOOT
were too high to meet, designing to a lowered confidence level, a shorter interval, and a somewhat
wider tolerance would allow a much lower MTBOOT and provide some design relief. The design
will trade off use of expensive high-reliability components, parallel and redundant circuits, etc., for
spending effort on a better understanding of the uncertainty estimation and improvement process.
In the case at hand, a 25% tightening of tolerances from +1.33% to =1.0% netted a 4500%
reduction in MTBOOT. This dramatic change is the result of the drop from an extremely high
confidence level—46/99.994% —to a more moderate one—3 67/99.73%. Section 6 will shed more
light on these intriguing trade-off possibilities.

STAGES 8 AND 9 — Calibration Process Requirements and Calibration System Designs

Requirements for the calibration system to support the test system are defined in terms of the need
to calibrate the standard lamps and the related optical elements. Intercomparison devices and
reference standard lamps will be needed in the calibration/standards laboratory to characterize and
to determine the bias and precision errors of the lamps if they haven’t been determined before. In
any event, the bias errors must be determined periodically and either corrected out, or a certificate
issued to tell the test system user the correction factors to apply when testing the instrumentation
system. The same power and spectra requirements exist—1 to 100 milliwatts/square centimeter and
120 to 400 nanometers wavelengths. Per NHB 5300.4(1B), the calibration system uncertainty is to
be 25% or less of the uncertainty of the test system. This results in a preliminary uncertainty
requirement of £0.25% for the calibration system. While a one-year calibration interval is
desirable, due to the difficulty of sending the reference standard lamps to NIST for standardization,
a six-month interval is chosen to reduce expected MTBOOT requirements, reduce the bias errors in
the calibration process, and reduce calibration uncertainties. While the criticality of application is
still Category 3.1, the difficulty of measurement is below Degree C, labeled OTHER on the matrix.
This results in a confidence level and measurement reliability requirement of 2o, or 95.45%. The
usage of the calibration system is expected to be less than 1,500 hours per year because of its
specialized application. The calibration system MTBOOT is 16,154 hours for a 95.45%
measurement reliability, 6-month calibration interval, and 1,500 hours per year usage rate. From
these requirements a new calibration system emerges that has an optical comparator, is
environmentally controlled and vibration isolated, and uses a bank of three standard reference
lamps and statistical analyses techniques for enhanced uncertainty determinations and control.

STAGE 10 — Measurement Traceability Requirements

To assure that the measurement processes are nationally and internationally correlated, the
calibration system’s reference standards need recalibration (standardization) at NIST or an
equivalent facility whose measurement processes meet the NHB requirements and which are
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themselves internationally standardized.® The standard lamps used as references in the calibration
system will be periodically rotated to NIST for calibration so fresh lamps, within their 6-month
intervals are always in use. To maintain the high confidence levels called for, the bank of reference
lamps in the calibration laboratory is intercompared with the freshly calibrated lamp from NIST to
confirm that all are within uncertainty limits. NIST is requested to provide an estimate or
realization of the absolute values of the power and spectra, or to provide corrections for bias
differences discovered during the NIST standardization process. NIST is also requested to furnish
correction factors for operation in vacuum, versus ambient air in the laboratory. For traceability to
continue to the international level, NIST will send their national reference standard lamp or
suitable transfer standard lamps to the Bureau International des Poids et Mesures (BIPM), and
other nations’ laboratories noted for lamp calibration competence (NPL in the UK, for example),
and to confirm vacuum to air correction coefficients. This will assure that international
standardization is controlled and that measurement uncertainty estimates are valid.

In this and other similar cases, each nation, including the U.S., has established reference standards
for a particular quantity. They do not rely on a single international standard. Instead, they conduct
periodic intercomparisons and measure the difference between the as-maintained standards

representing a particular unit (here, the unit of irradiance—watt/meter2).

During the intercomparison process, it is important to note that NIST should be requested to
provide the uncertainty estimate for their measurement process and the confidence levels that
accompany the estimates (so that adjustments to required program confidence levels can be made,
if needed.) NIST should be requested to confirm that their measurement uncertainty estimates
account for the degradation over time of their systems, so that when standardization values are
“certified” by them, they warrant that the values are within the specified uncertainty limits to the
confidence stated at the time of their measurements. This assurance is often unclear in NIST
reports. (The calibration laboratory should also realize that its own standards’ uncertainty will
degrade with time.) Using the 25% (1/4) NHB ratio requirement, the uncertainty limit for NIST for
the standard lamps is £0.25%/4, or, £0.06% IV at 2 0. This would be equivalent to £0.09% IV at
3 0. If the NIST certificate showed an uncertainty estimate of less than 0.09% IV at 3 o, the
uncertainties could be ignored as having a minor contribution to the calibration laboratory
calibration chain. If the uncertainty is greater than the equivalent of 0.06% IV at 2 o; the
uncertainty of the NIST value should be combined with the calibration laboratory uncertainty
estimates for comparison with the program measurement requirements. It is desirable that the
measurement uncertainties of the Solar Experiment instrumentation system should have been
derived from the stack of uncertainties spilling down from international standards laboratories,
through NIST, through the calibration laboratory, through the test laboratory to the solar
instrumentation system. Performing these hierarchical calculations can be onerous, iterative tasks.
The use of the NHB uncertainty ratios (1/10 and 1/4) between the layers of the measurement
process chain simplifies this uncertainty assessment process. It allows independent relationships
among laboratories as long as the uncertainty estimates of each can be trusted and fully stated and
that the uncertainties are sufficiently small to meet the NHB ratio requirements. The problem is
that uncertainty statements are rarely stated fully and adequately to execute sound planning and

3 Where measurements are being made with state of the art techniques, activities at all levels should be carefully

coordinated with NIST to ensure traceability at the desired (or near) level.
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requirement definition. Further, it is often impossible to meet ratio requirements because of limits
in the state of the art of the measurement process. This topic will be explored further in Section 6.

By pursuing the ten stages described here and establishing rigor throughout the
measurement chain, adequate uncertainty definition is assured, weak spots are made
visible, and compensation or corrections are applied to assure measurement process
control.

3.2.8  Compensating for Difficult Requirements

It often seems that the most critical and difficult of measurements are the high-priority ones, yet
they are the most apt to produce measurement requirements nearly impossible to satisfy. Often, a
lack of capability is a result of state of the art limits: 1.e., present technology has yet to produce the
needed equipment or techniques of measurement, especially for long-term space-based situations.
While technological development efforts should be pursued to resolve the fundamental uncertainty
limit problem , especially on the higher priority measurements, parallel efforts to compensate for
limits can be taken by any of the following actions:

o  Measuring alternative, more easily measured parameters
«  Making more independent measurements
« Retesting the end-item hardware at more frequent intervals, especially before deployment

« Relaxing end-item tolerances where no criticality category is endangered or when end-item
quality is not degraded excessively

«  Applying alternative measurement schemes of higher net accuracy

«  Using embedded, intrinsic, or astronomical reference standards to improve long-term
stabilities

«  Using multiple sensors and measurement paths

«  Applying computer enhancements with statistical process control methods.

These and other innovative compensation methods may be needed to meet severe measurement
requirements for long intervals, high confidence, and low uncertainties.

3.3 Calibration Considerations

Measurement processes are accompanied by errors and uncertainties that cannot be eliminated.
However, they can be quantified and limited or controlled to “acceptable” levels. Calibration is
done for this purpose.

Section 3 — MEASUREMENT REQUIREMENTS 25



Calibration compares the declared value of an attribute or parameter of a cali-
brating artifact, such as a reference standard, against the declared value* of an
attribute of a unit under test (UUT).

When the UUT is a test instrument or another calibrating instrument, the result of calibration is
usually a decision whether the calibrated attribute is within stated tolerances. Following
calibration, the attribute may or may not be adjusted or corrected to within tolerance. When the
UUT is used as a standard, its declared value is usually corrected and uncertainties involved in
performing the calibration are reported. When the UUT is a parameter of a design prototype
undergoing initial standardization, the calibrating artifact provides a reference against which
parameter declared values are set. Uncertainties in the calibration are quantified and used to
establish the parameter’s specified tolerances

All measurements involve a stimulus and a response. Figures 3.1 through 3.3 illustrate the principal
basic configurations.

uuT

*. 0.000100 V l
1 o e =

DECLARED VALUE

TRUE VALUE
0.000094 V

CALIBRATING ARTIFACT

I 0.000095 V I
s s [ s o [ s e

DECLARED VALUE

FIGURE 3.1 — CALIBRATION CONFIGURATION—UUT AS SOURCE.
In this configuration, a property of the UUT provides the stimulus. The UUT’s declared attribute
value is its nominal value or an indicated output. The calibrating artifact provides the sensor. The
calibrating artifact’s declared attribute value is displayed or otherwise shown.

From this, it can be seen that the question “why calibrate?” has been transformed into two
questions: (1) Why quantify measurement error and uncertainty and control them to acceptable
levels? and (2) What are acceptable levels of measurement error and uncertainty? To answer the
first question, it will be useful to examine what is calibrated and why. As discussed in later
sections, calibration comprises part of a measurement support infrastructure called the test and
calibration hierarchy. In this hierarchy, fundamental standards are used to calibrate reference
(interlab) standards that are, in turn, used to calibrate transfer standards that then are used to
calibrate measurement devices.

4 Chapter 5 distinguishes between a “reference standard” and a “direct reading apparatus.” The declared value of a

reference standard is usually a documented quantity obtained through calibration with a higher-level artifact. The declared
value of a direct reading instrument is usually a digital readout, a meter reading, or equivalent. In the simplest cases, the
declared value is a nominal rating. Thus, the declared value of a 5-cm gage block, for example, is 5 centimeters. The concept
of a declared value can be extended to components. For ex-ample, the declared value of a 100Q resistor is 100 ohms.
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The goal of calibration is the transfer of accuracy from a calibrating standard to an artifact that

comprises an end-item or one that will be used to calibrate or test other artifacts. In this usage, the
accuracy of the standard and the uncertainties in the transfer process are factors in establishing the

subject parameter’s tolerances. Following the test and calibration traceability down the vertical
chain (see Figure 5.1), it becomes apparent that inaccurate reference standards beget inaccurate

transfer standards, which beget inaccurate working standards, which beget inaccurate test systems,

which beget inaccurate end-items and/or erroneous end-item test results.

— UUT —

100.003 MHz

DECLARED VALUE TRUE VALUE

100.001 MHz

CALIBRATING ARTIFACT

100.000 MHz
.‘ _ O O

DECLARED VALUE \

FIGURE 3.2 — CALIBRATION CONFIGURATION—CALIBRATING ARTIFACT AS
SOURCE.
In this configuration, the calibrating artifact provides the stimulus. The calibrating artifact’s declared
value is its nominal or indicated value. The UUT provides the sensor. The sensor responds to the
stimulus and drives a display. The displayed reading is the UUT’s declared attribute value.

— UUT —
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10,002 kPa
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FIGURE 3.3 — CALIBRATION CONFIGURATION—EXTERNAL SOURCE.
In this configuration, the stimulus is supplied by a source external to both the calibrating artifact and
the UUT. Each artifact responds to the stimulus and drives a display. The displayed readings are the
calibrating and UUT’s declared attribute values.

With these considerations in mind, the ultimate purpose of controlling measurement error and

uncertainty within a test and calibration hierarchy (i.e., the ultimate purpose of calibration) is either
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the accurate standardization of end-item parameters, in design and development applications, or the
control of erroneous end-item testing in product production and equipment management
applications or scientific measurements.

Answering the question of what constitutes acceptable levels of error or uncertainty within test and
calibration traceability calls for an analysis of the accuracy to which end-items must be
standardized or tested. This accuracy should be established based on end-item performance
objectives. For example, a level of uncertainty that is acceptable in day-to-day measurement
applications, such as checking automobile tire pressure, may not be acceptable in highly critical
applications, such as monitoring nuclear reactor core temperatures, or in state-of-the-art
applications. Working backward from end-item accuracy requirements enables the quantification
of accuracies needed for test system calibration. Working backward from these accuracies enables
the determination of accuracies needed for calibration of calibrating systems, and so on. The
method for doing an analysis of this kind is discussed in Section 4 and is presented in detail in
Appendix C.

3.4  Space-based Considerations

3.4.1  Space-based Measurement System Implications

The designers of measurement processes and equipment intended for long-duration space op-
erations should consider providing functional and physical metrology architecture designed to fit
techniques and methodologies that will permit calibration and/or evaluation. The architecture
should use self-calibration, self-test, self-monitoring, and stable reference standards technologies to
minimize and facilitate space-based metrology control. The following should be considered:

o Design sound strategies for on-board calibration calling for minimum skill, a minimum of
reference standards, and minimum interference with ongoing operations

. Institute a policy to ensure that on-board standards, including critical test equipment, are
regularly calibrated in terms of national standards for measurement traceability

« Implement measurement quality assurance policies to ensure long-term measurement
integrity

«  Establish tolerances of measurable attributes commensurate with equipment performance
objectives

«  Verify that available test process5

monitoring end-item attributes

accuracies and stabilities are adequate for testing and

« Verify that available calibration process accuracies and stabilities are adequate for ensuring
proper test process accuracies

«  Verify that attribute stabilities are such that attribute values will stay within tolerance limits
over the period of intended use with a specified level of confidence.

5

99 ¢

In the context used, the terms “test process,” “measurement process,” and “TME” (Test and Measurement Equipment) are
used interchangeably throughout this document and can be considered to be equivalent for practical purposes.
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Calibration requirements created by long-term space-based missions pose special problems. Ease
of calibration and minor repair or adjustment is frequently a low-priority item in the design of
instrumentation. For example, unlike most other space-oriented hardware, equipment in a
humanly-occupied space-based platform will need regular calibration access and adjustment over
the platform lifetime. To meet this objective, lifetime calibration and maintenance requirements
should be addressed during the earliest design phase.

A requirement for long calibration intervals means that high MTBOOT design targets will result.
These will be difficult to meet unless the designs are very simple, minimize components used, and
use redundant circuitry in critical measurement paths. Humanly-executed space-based calibrations
are discouraged for several reasons, such as time, space, weight and priority considerations. For
those measurement systems whose calibration intervals are estimated to be shorter than the mission
duration requirement, special in-place calibration or interval extension schemes should be tried.
The following should be considered:

. Provide internal instrument reference standards having a long-term accuracy commen-
surate with expected mission profiles

. Use built-in measurement standard references at selected points in the operating range

. Use carefully characterized astronomical artifacts as intrinsic-type measurement refer-
ences, such as thermal, radiation, intensity, and noise references

. Use Earth-to-space-to-Earth comparison signals

. Replace unstable measurement system components with easily installed, small, modular,
freshly calibrated units—use modular design to ease calibration, maintenance, and
replacement

. Use higher accuracy (>10:1) measurement processes to compensate for increasing un-
certainty over time so that the calibration interval matches the time where uncertainty
growth has reached a point equal to a 10:1 process before recalibration is due

. Build in redundant and compensating measurement circuitry to improve reliability

. Provide physical adjustment points that are readily accessible without major disassembly
of the equipment—all easily accessible adjustments should be sealed after calibration

. Use alternative or multiple measurement sensors with comparison devices
. Standardize easily accessible interfaces to instrumentation to simplify calibration

. Tighten end-item hardware tolerance requirements to create more conforming hardware
that can tolerate the lowered confidence levels generated by the increasing uncertainty
over time of the measurement process

. Provide access for sensor calibration and the capability of being calibrated in position or
in place

. Design instrumentation and racking to allow complete calibration in place

. Make corrections and adjustments via software
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. Measure end-items more frequently to assure higher confidence that parameter growth
beyond performance limits is detected earlier and that a higher population of end-items
are operating well within tolerances when deployed

. Use measurement statistical process control schemes to improve uncertainty.

These, and any other schemes that can be devised, should be considered to implement space-based
calibration support. However, it should be cautioned that all measurement systems need complete
calibration at some point to assure adequate continued performance.

So-called self-calibration or self-test systems are useful, but are rarely substitutes
for complete periodic calibrations—they serve mainly as interval expanders or
limited range stopgap devices. Also, note that statistical measurement process
control (SMPC) is a tool to analyze results and permit better decisions to be made.
Ultimately, to ensure that any standard or instrument is “in calibration” calls for
comparison to a known representation of the same unit.

Evaluating the adequacy of test and calibration process accuracies is done through measurement
decision risk analysis. Further information on measurement decision risk analysis will be found in
Section 4.

3.4.2 SMPC for Space-based Hardware

Measurement assurance support is usually viewed as a process in which the accuracy of a
measuring instrument or system is maintained over its life cycle through either periodic calibration
or testing. For items remotely operated and monitored, such as those deployed in space-based
environments, periodic calibration or testing is more difficult than with terrestrial applications. In
certain applications, such as deep-space probes, periodic calibration is nearly impossible.
Exceptions are cases where terrestrial or astronomical references can be used. In such cases, the
use of SMPC methods may be advisable.

SMPC methods enable the estimation of measurement parameter biases and in-tolerance
probabilities through statistical intercomparisons of measurements made using closed sets of
independent measuring attributes. A measuring attribute is regarded here as anything which
provides a declared value, as interpreted in Section 3.3. In this sense, a measuring attribute may
provide a measurement, a value comparison, or a quantified stimulus. Attributes in a set may be as
few as two or as many as can be imagined. The set may include both calibrating units and units
under test in either one-to-many or many-to-one configurations.

In traditional calibration and testing, the calibrators are ordinarily required to be intrinsically more
accurate than the units under test. Therefore, measurements made by calibrators are held in higher
regard than measurements made by units under test. If a calibrator measurement shows a unit under
test to be out-of-tolerance, the unit under test is considered at fault. In making statistical
intercomparisons, the SMPC methods do not distinguish between calibrators and units under test.
Measurement intercomparisons provide bias and in-tolerance probability estimates for units under
test and calibrators alike. Consequently, the SMPC methods can be used to evaluate the status of
check standards as well as Test and Measurement Equipment (TME) workload items.
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Check standard and TME recalibrations may be done on an attribute set without recourse to
external references, if SMPC methods are applied under the following conditions:

(1) The measuring attributes in the set are statistically independent.

(2) The attributes in the set exhibit enough variety to ensure that changes in attribute values are
uncorrelated (i.e., tend to cancel out) over the long term.

(3) Drift or other uncertainty growth characteristics of the attributes in the set that have been
defined before deployment.

(4) The attributes in the set have been calibrated or tested before deployment.

If these conditions are met, application of the SMPC methods can serve to make payload mea-
suring systems somewhat self-contained. This subject is covered in detail in Section 6.4 and
Appendix D.

3.5 Software Considerations

Major measurement systems typically are computer-based. They contain software that can affect
measurement quality. As the cost of computer hardware decreases, software will be contained in
the smallest measurement systems. It is certain that the importance of software to measurement
quality will increase during the life of this publication. Software development, and its effect on
operations, is important to NASA’s measurement processes.

3.5.1 Software Requirements

Software requirements for measurement systems should follow the requirements flowdown defined
in the ten-stage sequence of Section 3.2.1. Also, two factors will make software use in NASA
measurement systems particularly important:

(1) NASA measurements are often associated with spaceflight tests, where stringent time
pressure because of launch commitment is typical.

(2) Software control of measurements for long-term spaceflight operations will often be more
practical than hardware changes.

The potential need to change measurement system software quickly during testing and operations,
makes it necessary to consider special software requirements.

(1) Software modularity, which will minimize effects of changes made under the duress of test
conditions, should be stressed.

(2) Test cases that help objective definition of measurement uncertainty during the operations
phase should be required.

(3) Software maintenance during the operations phase of long-term spaceflight missions
should be given great emphasis.

(4) All requirements connected to the operations phase should be reviewed critically to make
certain they are testable under the expected operations environment.
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3.5.2

Provision for regression testing targeted to the operations environment should be required,
particularly for long-term spaceflight missions.

Software Development

Software development must follow a structured, accepted development method, such as NASA’s
Software Acquisition Life Cycle, to assure software quality. Besides normal software development
methods, measurement software should consider:

(1

)

3)

3.6

Verifying modularity by detailed inspections or walk-throughs that consider software
changes made in the operations environment. These activities can start in the software
architecture phase, then continue throughout the software development.

Specifying exact hardware configurations for software test cases. Tests done during op-
erations can then reproduce results obtained in acceptance tests, or provide objective
explanations of the effect(s) of hardware changes. Measurement uncertainty monitoring
during operations must also be based on a known hardware configuration.

Documenting acceptance test results related to measurement quality in a form directly
usable during operations.

Considerations for Waiver of Requirements

The effective implementation of the requirements normally results in a level of performance and
risks acceptable to the project. Any deviation from these requirements usually requires a formally
approved written waiver. The waiver should identify the risk resulting from the deviations and
identify the original requirement(s), reason/justification for the request, and show what effect the
waiver/deviation will have on performance, safety, quality, and reliability. The measurement
classifications earlier discussed in Section 3.2.2 can aid in the preparation of a waiver request. The
recommended standards for waiver or deviation requests are discussed in Section 8.

While it is intended that flight equipment be designed to perform within specification throughout
the flight environmental design and test ranges, it must be recognized that sometimes out-of-
specification performance at extreme flight environment limits may be justified and approved by

waiver.

For instance, an instrument or an engineering assembly may need complex sophisticated

temperature compensation circuitry to provide in-specification operation throughout the required
flight temperature range. Instead of incurring great cost, mass, and perhaps reliability penalties, an
alternative approach would allow out-of-specification performance at temperatures near the
extreme flight temperature range. This would be prudent for consideration when the following
qualifying conditions exist:

(1)
)

3)

4)

The out-of-specification performance is predictable and repeatable.

The performance will be within specification when the flight equipment temperature range
is within the allowable flight temperature boundaries.

The out-of-specification performance will produce no permanent degradation in the flight
equipment.

The allowable flight temperature range will include all temperature prediction uncertainties
and reflects not-to-be-exceeded limits in flight.
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(5) The flight equipment development engineering organization can prove by analysis or test
that the above four conditions hold true for the flight equipment being addressed.

Flight equipment components that have been characterized with proven temperature sensitivi-
ties incompatible with the product assurance environmental temperature ranges might be as-
signed tailored design and test temperature limits with an approved waiver.

Section 3 — MEASUREMENT REQUIREMENTS 33



Section 3 — MEASUREMENT REQUIREMENTS 34



4. MEASUREMENT SYSTEM DESIGN

4.1 Measurement System Design Approach

The previous section described the derivation of measurement requirements. This section provides
the approach for design of measurement process hardware to achieve the required performance
attributes established in Section 3. It identifies the various errors associated with the measurement
process chain, reviews methods of combining errors, reviews the measurement system
specifications established in Section 3, and presents a systematic design approach for measurement
systems.

It is critical that the system designer provide visibility into the process of going from requirements
to specifications to physical systems. A structured process enables timely and significant design
reviews at critical points.

REQUIREMENTS PRELIMINARY MEASUREMENT CRITICAL DETAILED ACCEPTANCE
DEFINITION | DESIGN —» SYSTEM DESIGN [—J] DESIGN — DESIGN & — TESTING
PROCESS REVIEW PROCESS REVIEW FABRICATION

A A

FIGURE 4.1 — OVERVIEW OF THE MEASUREMENT SYSTEM DESIGN PROCESS.

Figure 4.1 is an overview of the design process that features two essential reviews. One review is at
the finish of the requirements definition phase and one is at the completion of design. Other
reviews may also be incorporated to review progress on specific elements. Since the design focuses
on supplying a system to satisfy the requirements, it is important that the Preliminary Design
Review critique the requirements to establish completeness. For a measurement system, the
requirements describe types of measurements (e.g., temperature, pressure, etc.), measurement
range (e.g., £100 KPa for a pressure measurement), required accuracy (e.g., £0.1% full scale
within 3 standard deviations for 1 year), bandwidth (e.g., 10 Hz), etc.

Once approved, the requirements document is usually placed under configuration control. The sec-
ond major review is termed Critical Design Review and is a review of the system specifications
and associated drawings. During this review, it is the responsibility of the designer to prove that
each requirement has been satisfied by relating system specifications and attributes to
requirements. The calibration methods necessary to achieve the required measurement system are
presented and the measurement system specifications are established at this review.

An example of a measurement system design process of translating requirements into system
specifications is illustrated in Figure 4.2. The process shown is for a digital measurement system
(i.e., a system with analog inputs converted into corresponding digital format.) There are two key
aspects of a digital system used in developing specifications—measurement uncertainty and
bandwidth. First, regarding measurement uncertainty, error propagation techniques are used to
decompose parametric measurement requirements into individual measurement requirements. Error
budgeting and prediction methods are used with candidate equipment performance specifications to
establish performance specifications for the various components of the measurement chain.
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Second, bandwidth is a critical requirement that is decomposed and used to establish system
specifications including anti-alias filter characteristics, sampling rates, and throughput.

MEASUREMENT REQUIREMENTS
| |

Y

N NO Bandwidth

Uncentainty | pARAMETRIC 2
* YES BANDWIDTH
ANALYSES
ERROR DESIGN
PROPAGATION + REVIEW
Verify that the
ki QUANTIFY system
e %\\((SI\ITAEI\'/\I/IICS as specified
satisfies all
REQUIREMENTS
BUDGETING & Q requirements
PREDICTION
Candidate
Equipment — ? {
Performance
Specifications MEASUREMENT
SYSTEM

SPECIFICATIONS

FIGURE 4.2 — EXAMPLE OF A MEASUREMENT SYSTEM DESIGN PROCESS.

It is assumed the measurement requirements have been analyzed to establish measurement system
specifications and the measurement requirements have been formalized (Section 3).

Once the specifications have been established, it is the designer’s responsibility to
prove that the system when built will comply with the requirements.

The specific steps associated with designing a measurement process are

(1) Identify physical phenomena to be measured and specific detailed requirements.
(2) Select candidate measurement equipment and interpret their specifications.

(3) Construct an error model of the process and predict measurement system performance,
including MTBF/MTBOOT that match confidence levels and time limits.

(4) Identify calibration requirements.
(5) Evaluate the effects of changing environment on the measurement process.

(6) Manage the measurement decision risk.
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4.2  ldentifying Physical Phenomena to be
Measured

At the least, the following information should be established where applicable for each mea-
surement.

4.2.1 Process Characteristics

Establish the process characteristics and use this information in the selection of the sensors. The
rate at which changes occur in the parameters being measured and the systematic or repetitive
nature of occurrence are of special significance in determining how the measurement should be
made. The two general classes of process phenomena are static and dynamic. Dynamic processes
can be further divided into transient, periodic, and random. Time relationships are not as important
in the measurement of static processes as in the dynamic process measurements.

4.2.2 Measurement Mode

Establish the required measurement mode. For example, determine if the measurements are direct,
absolute, relative, differential, or inferential measurements. Direct measurement is feasible only in
those cases where the measurand can directly actuate the sensor. There are many physical
quantities for which direct detection is not possible: for example, mass flow, Mach number, or
altitude. In such cases, one must rely on some functional relationship between the quantity one
wishes to measure but cannot, and other related quantities that can be measured. For fluid flow
measurements, determine whether the desired quantity is volumetric or mass flow.

4.2.3 Method of Transduction or Energy Transfer

The physical process that provides a usable output in response to the specific measurand should be
identified. For example, when measuring temperature, establish the primary mode of heat transfer
(conduction, convection, or radiation).

4.2.4 Measurement Location

Measurements are generally made at a point. As such, errors can result if there is a spatial gradient
in the process. Also, the sensor installation may cause a process or system disturbance, such as the
weight of an accelerometer on a light structure or the flow disturbance of a Pitot probe in a duct.

4.2.5 Measurement Range

Quantify the range of measured values. The setting of the parameter range should provide for the
uncertainty in the actual range of the measurand. This measurement range is later used for
establishing the “full scale” of the designed instrumentation system.

4.2.6 Measurement Uncertainty

Establish the acceptable measurement uncertainty over the required range and the required
confidence levels and time limits.

4.2.7 Measurement Bandwidth

Quantify the frequency content of physical phenomena to allow establishment of filter bandwidths
to pass the desired signal while suppressing noise and/or set digital sampling rates.
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4.3  Selecting Candidate Equipment and
Interpreting Specifications

For each measurement, select candidate equipment whose characteristics and performance are
consistent. Since there are no industry standards regarding error definitions or performance
specifications, one must use caution when interpreting manufacturer’s performance specifications.
Specification completeness and specification interpretation must be addressed.

4.3.1 Specification Completeness

The designer should review performance specifications for similar equipment from different
manufacturers to determine whether the manufacturer has listed all relevant performance
specifications for the candidate equipment. Note all omissions, and be attentive to specifications
that differ significantly from manufacturer to manufacturer. Since each item specified can affect
the measurement process depending on configuration and application, it is the designer’s
responsibility to determine which specifications are important for the specific application.

4.3.2  Specification Interpretation

Performance specifications for measurement equipment are quantified and published to describe a
specific equipment’s measurement attributes. There may be differences in the specifications among
different manufacturers for similar items due to differences in the manufacturing and testing
process. If the manufacturer integrates several subsystems together to form a product, the
specifications will generally apply to the integrated system and not the individual subsystems.
Thus, published specifications are assumed to reflect the manufacturer’s testing process.

Beware — Occasionally, manufacturer’s specifications may be generated by the
manufacturer’s marketing department and may have only a casual relationship
to the expected performance of measurement attributes. Establishing this rela-
tionship ordinarily falls to the user.

For measurement equipment, performance specifications can be categorized as either application-
related performance specifications or intrinsic errors. For a data acquisition system, application-
related performance specifications include source current, input impedance, input capacitance,
common mode rejection, temperature coefficients, and crosstalk. The magnitude of errors resulting
from these depends on the specific application. In contrast, intrinsic errors are those errors inherent
to the system. Typical intrinsic errors include offset, gain accuracy, nonlinearity, hysteresis,
repeatability, and noise.

Except for repeatability, drift, and noise, the intrinsic errors can generally be called bias errors.

The manufacturer’s specifications are interpreted to be absolute limits or windows for each error
source. A gain error specification of +0.1% full scale (FS) is interpreted to mean the gain error
should be less than +0.1% FS (within stated confidence levels and time limits). Manufacturer specs
are statements of performance. If the manufacturer’s specs will be used as references for estimating
uncertainties, the instrument user needs to do the necessary calibration to ascertain these claims.
Should an experiment be done which shows that the gain error exceeds +0.1% FS, it can be
concluded the equipment’s gain performance is out of specification.
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Intrinsic errors, such as repeatability and noise, are classified as precision errors. As such, they are
normally distributed. The specifications for these errors must state either the statistically
determined standard deviation (e.g., £3 ) or the bounds. There is significant variation among
manufacturers in reporting such precision errors as noise. Typical units specified include +3 o,
peak-to-peak, etc. Since noise depends on gain and bandwidth, the specification is incomplete
unless both these parameters are given.

The requirement in NHB 5300.4(1B), Quality Program Provisions for Aeronautical and Space
System Contractors, Section 9, Article or Material Measurement Processes establishes a tight
requirement for the measurement system designer. It states that “random and systematic errors in
any article or material measurement process shall not exceed ten percent of the tolerance of the
parameter being measured.” This 10% requirement (known to many as the 10:1 requirement)
places much emphasis on the proper interpretation of the specifications furnished by the
manufacturer of the measuring devices and accessories that will comprise the measurement system.

First, the accuracy or uncertainty specification needs close examination to assure that all the
needed information is included for use in the system uncertainty computation equations. Usually,
this information isn’t available in the written specification. In addition to a statement of the
measurement uncertainty of each parameter that the instrument measures, also needed is the time
span (one month, 6 months, 3 years) that the uncertainty covers and standard deviations or o
confidence limits (one, two, or three) within which the stated uncertainty is contained. If this
information is not available from specification sheets, the designer must go directly to the
instrument manufacturer’s engineers to determine those values.

Next, the environmental limit of the instrument must be determined to identify those contributors to
other uncertainties that can and cannot be corrected or compensated for. These include thermal
responses, vibration sensitivity, moisture effects, radiation effects, etc.

Finally, the “fine print” of the specifications must be examined to be sure there are no caveats

regarding performance limits, such as loading effects, frequency response, interface impedances,
data flow rates, line power fluctuations (regulation), distortion effects, etc.

4.4  Evaluating Measurement System Errors

Understanding, identifying and quantifying the various error sources is a pre-
requisite for determining design adequacy and establishing calibration re-
quirements.

It is preferable to err on the side of providing too much information rather than too little. One
should

o  Clearly describe the methods used to calculate the measurement result and its uncertainty
o  List all uncertainty components and document how they were evaluated

« Present the data analysis in such a way that each of its important steps can be readily

followed and the calculation of the reported result can be independently repeated if
necessary
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«  Give all correction factors and constants used in the analysis and their sources.

One should ask “Have I provided enough information in a sufficiently clear manner that my result
can be updated in the future if new data become available?”

The individual measurement uncertainties established because of error propagation relate to the
uncertainty of the complete measurement process and include many error sources, as illustrated in
Figure 4.3. Knowledge of these errors is important in both establishing the estimate of uncertainty

and 1n establishing the calibration requirements.
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FIGURE 4.3 — SOURCES OF ERROR WITHIN A MEASUREMENT CHAIN.

4.4.1 Sensing Errors

Measuring physical phenomena with sensors, which in themselves may influence the measurand’s
value, can introduce errors to the measurement process. Typical examples are: pressure
measurements add volume; temperature measurements add thermal mass; and acceleration
measurements add mass. Typical error sources in this category include spatial errors, interaction
errors, and sensor errors. These are owed to disturbances caused by insertion of a probe in a
moving fluid.

Sensing errors are generally omitted from uncertainty estimates because of the difficulty in
quantifying this class of errors. However, this practice will nearly always lead to a significant
underestimate of the total measurement process uncertainty. Figure 4.4 shows an example of
sensing errors. Two thermocouples are inserted in a stream of flowing gas to measure the tem-
perature rise of the gas. Heat is added to the gas immediately downstream of T]. The temperature

of T, the downstream thermocouple, is significantly higher than that of T and the wall. The value
of the bulk gas temperature rise at the two planes will be used in the data reduction equation:
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FIGURE 4.4 — EXAMPLE OF POTENTIAL SENSING ERRORS.

The following errors owed to the sensors can happen in this example:

The gas will have a temperature gradient unless the wall temperature 1s equal to the gas

temperature, which is not a realistic case. Each thermocouple measures the gas temperature
at a single point, which will not represent the bulk gas temperatures.

The velocity of the fluid flowing around the probe sets up a boundary layer complicating
heat transfer from the fluid to the probe.

The thermocouple probe conduction to the cold wall will lower the measured temperature

from the measurand. Parallel conduction paths exist; the protecting sheath, the two
thermocouple wires, and the insulating material. If T is at a different temperature relative

to the wall than T, the conduction errors will be different.

Radiation from the thermocouple probe to the wall will lower the measured temperature

from its value. The temperature will also be dependent on the respective surface conditions
(i.e., emissivity or absorption) of the probe and wall.

Thermocouple wire of the same type will have calibration differences resulting from
slightly different composition.

Temperature differences along the thermocouple wire may create errors because of in-
homogeneity of the thermocouple wire and local work hardening of the wire.

The increased resistance of the thermocouple wire, and resistive imbalance between the

two different thermocouple materials, will increase the common mode voltage (CMV)
error over that of copper wire.
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o The response time of the thermocouple wire/probe will create a time-lag error in the

measured value, depending on the dynamics of the measurand. The thermal mass of the
thermocouple will influence the response time.

These, and other errors will cause the measured value to be different from the value needed for the
data reduction equation—the temperature difference of the bulk gas. Analysis of these potential
errors is necessary to disclose all uncertainties in the total sensing uncertainty.

4.4.2 Intrinsic Errors

The equipment that comprise a measurement chain, such as sensors, signal conditioners,
amplifiers, etc., contribute to the measurement’s error because of error sources inherent to the
measurement and conversion system. This category includes such error sources as gain inaccuracy,
nonlinearity, drift, hysteresis, offset, and noise.

If the magnitude and direction of the intrinsic error of a measuring attribute are known, the error
can be factored out of measurements made on the attribute. Usually, the magnitude and direction of
intrinsic errors are unknown. Yet, they can be accounted for statistically if their distributions are
known. Often, information about the statistical distributions of intrinsic bias errors can be inferred
from calibration history, as discussed in Section D.3 of Appendix D.

4.4.3  Sampling Errors

Representing a continuous phenomenon with a set of discrete samples introduces measurement
errors. Typical error sources resulting from sampling are aliasing, aperture and resolution. These
errors are generally minimized during the design process through analyses and later specification
of filter characteristics, sampling rates, etc.

Converting continuous phenomena into a set of equally spaced discrete values introduces an error
called aliasing by which high-frequency energy (either information or noise frequencies) manifests
at lower or alias frequencies. The classic example used to show aliasing is the stagecoach wheel
movement in a Western movie. The camera is operating at a fixed frame rate converting the
continuous wheel movement into discrete values. What appears to be a reversal of the wheel
movement is a result of aliasing. For a digital measurement system, aliasing can distort the
measured value by introducing errors at various frequencies within the bandwidth of interest.
System designers account for this by (1) filtering the analog signal to eliminate frequencies outside
the band of interest and by (2) choosing sampling frequencies based on frequency and dynamic
distortion considerations.

4.4.3.1 Overview of Aliasing

Aliasing is the process whereby two or more frequencies that are integral multiples of each other
cannot be distinguished from each other when sampled in an analog to digital (A/D) converter. A
folding frequency identifies the frequencies about which aliased data are folded down to the
frequency range of interest.

NYQUIST FREQUENCY — the frequency at which data are sampled at twice
the upper data bandwidth limit. Also known as a folding frequency.
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When data are sampled by an A/D converter, data from frequencies higher than the Nyquist
frequency will fold like an accordion pleat down to frequencies ranging from one-half the Nyquist
frequency down to the low-frequency limit of the system.

If the sampling rate of an A/D converter is less than the frequency components above the Nyquist
frequency (T ), the data will appear in the sampled data below fn . This phenomenon is known as

“aliasing.” Data frequencies in the original data above Tn will be aliased and added to the data in
the range 0 < f < f and defined relative to f y by faias = (2nfy £ f) wheren=1, 2, 3, ...

Aliased data cannot be distinguished by a computer, nor can aliased data be
eliminated after it has been sampled. Once A/D conversion is completed, there is
no way to know from the sampled data whether aliasing has occurred. Even if it
were possible to know, there is no way to correct the digital data for alias-induced
errors.

Because aliasing can introduce errors into digital data, aliasing must be made negligible by
assuring that the sampled analog signal has no significant components above 'n . This is ac-

complished by using analog low-pass filters at the input to the A/D converter. Under no cir-
cumstances should an analog-to-digital conversion be attempted without the use of analog low-pass
anti-aliasing filters. It is very desirable that anti-aliasing filters have a flat frequency response over
the widest possible range below the cutoff frequency (f, ). To provide a margin of safety, the upper

value of f_ of the anti-aliasing filter should be set below fn . The value of f. relative to fn

depends on the anti-aliasing filter roll-off, the sampling frequency, the type of analysis to be
performed, and the signal above fn .

A/D conversion systems are being used that employ over-sampling. A relatively unsophisticated
analog low-pass filter is used prior to the A/D converter to suppress aliasing in the original signal
and the A/D converter operates at a much higher rate than is required for the data upper frequency
limit. The over-sampled data are digitally filtered and decimated. The characteristics of the analog
low-pass filter are not critical to the resulting data and the digital filter characteristics are much
easier to control and are less costly.

Most low-pass filters produce frequency dependent phase shifts within f, and may introduce errors

that distort the data signal. In some analyses, the phase errors are unimportant (e.g., autospectrum
analyses). However, amplitude domain analyses, such as probability density and distribution, as
well as frequency domain analyses, such as shock response spectra and cross spectra, can be
adversely affected. In addition, frequency response functions and time domain analyses, such as
cross correlation, can also be adversely affected.

4.4.3.2 Description and Mechanism of Aliased Data

Figure 4.5 illustrates three sine waves, each one simultaneously sampled by the A/D converter. If
the plots were laid over one another, the sampled points (indicated by the symbol X) would all lie
on top of one another. A computer would reconstruct them into the same sine wave as the middle
plot. The middle plot could be real data or could be aliases of the other two, or aliases of a
theoretically infinite number of sine waves.
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FIGURE 4.5 — SIMULTANEOUS SAMPLING OF THREE SINE WAVES.
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The frequency of the top sine wave is nine times that of the middle sine wave, while the lower one
is four times that of the middle one. Once the data are sampled, the computer has no way of
distinguishing between the aliased data and the real data. The computer will reconstruct the data to
the lowest frequency to fit the data points.

Figure 4.6 below shows how aliased data would appear in a continuous power spectral density
(PSD) plot where data from higher frequencies are aliased down to the frequency range of interest.

G(f) G(f)
A /
0 fN — fN —f
True Aliased
Spectrum Spectrum

FIGURE 4.6 — POWER SPECTRAL DENSITY ALIASING.
The left-hand plot shows the true spectrum, while the right-hand plot shows the aliased spectrum as
a result of folding.

Frequency folding from data above the Nyquist frequency occurs in an accordion-pleated pattern,

as shown in Figure 4.7. Data sampled at integral multiples of data between 0 and the Nyquist
frequency will appear in the frequency range of interest, as shown. If, for example, the Nyquist

Section 4 — MEASUREMENT SYSTEM DESIGN 44



frequency is 100 Hz, data at 30 Hz would be aliased with data at 170, 230, 370, 430 Hz, etc. The
dashed line crossings represent these frequencies.

Original Frequencies
f 3y 5N 7t

0 2fy 4ty 6fy
Aliased Frequencies
FIGURE 4.7 — DATA FOLDING RELATIVE TO THE NYQUIST FREQUENCY.

Data which can be aliased must be removed prior to sampling. There are two methods which can
eliminate aliased data:

(1) The use of high-quality anti-aliasing filters.

(2) Higher sampling rates than all data frequencies, on the order of at least 5 to 10 times the
highest significant frequency.

The advantages and disadvantages of these two methods are discussed below.

4.4.3.3 Methods for Avoiding Aliased Data

There are two methods that can be used to eliminate aliased data. The first method utilizes high-
quality, low-pass anti-aliasing filters. When properly chosen and applied they eliminate the
possibility of aliased data. In the second method, an unsophisticated low-pass filter with a high
cutoff frequency f_ is used and the data are sampled at a higher rate so that no data can exist above

the Nyquist frequency (over-sampled), and then digitally filtered and decimated. While both
methods provide valid data, the first is preferred whereby the presence of unknown high-frequency
signals can be aliased into the real data. If the existence of high frequencies are not a problem, then
the second method is preferred. Analog anti-aliasing filters are more expensive than digital anti-
aliasing filters, and the control of digital filter parameters is far superior.

Anti-Aliasing Filters — Analog filters are used prior to data sampling because once sampled,
aliased data cannot be separated from true data. Digital filters alone will not eliminate aliased data
because the data must be sampled prior to digital filtering. Two general types of filters are
available for anti-aliasing: (1) constant amplitude filters, and (2) linear phase filters.

Constant amplitude filters, e.g., brickwall (elliptic) and Butterworth, have the advantage of a
relatively flat frequency response within the passband. However, if not chosen properly they can
exhibit large phase errors in the region of cutoff and have greater overshoot and ripple in response
to a step function input.
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Phase response of Butterworth filters is linear to approximately half of the cutoff frequency, but
overshoot and ripple cannot be eliminated. If possible, Butterworth filters should be restricted to
half the cutoff frequency in those cases where intrachannel phase response is a factor.

Properly designed brickwall filters can be obtained which have the best compromise between roll-
off, intra- and interchannel phase response, overshoot and ripple. Intrachannel phase preservation is
important in processing transients, e.g., shock response spectra. For cases in which interchannel
phase is important, phase response between channels must be closely matched.

Linear phase filters, e.g., Bessel, exhibit very good phase response even beyond f_, but the
amplitude response starts to fall at approximately half f_. Overshoot and ripple response to a step
function is minimal over the frequency band. The rate of filter attenuation beyond f_ is less than

the constant amplitude filters, requiring higher sampling rates to achieve the same anti-alias
rejection as constant amplitude filters.

Anti-Alias Filter Selection Methodology — There are three variables to be considered in the
selection of anti-aliasing filters: the rate of filter roll-off, the dynamic range of the system, and the
sampling rate. The selection of one affects the others, so all must be considered together. Figure
4.8 illustrates filter selection with ideal constant amplitude filters. The method and result is the
same for linear phase filters, except that filter roll-off beyond f_ is not as great as in the case of

constant amplitude filters. The selection of filter type should be based on data acquisition system
parameters, data processing, and analysis requirements in each case.

The filter must be chosen to provide sufficient roll-off to attenuate aliased data below the noise
floor of the system where aliased data fold back within the data bandwidth frequency range. The
noise floor is usually fixed in the system, so the filter characteristics are chosen to accommodate
the signal to noise ratio (S/N). In addition to data foldover, the filter response is effectively folded
over also.

- -
Filter f c —» ] Filter fo — ]
Response Sampling Response Sampling
dB Frequency dB Frequency
Noise Floor / Noise Floor
/
/
—[ og Frequency—+ —Log Frequency
Brickwall Filter Butterworth Filter

FIGURE 4.8 — ANTI-ALIASING FILTER SELECTION EXAMPLES.
The dashed lines represent the typical roll-off for the “folded” filters. The filter roll-off rate is
compared to the system S/N at the frequency where the anti-aliasing filter response crosses the
system noise floor.
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The minimum sampling rate is set to at least twice the roll-off/noise floor crossing frequency. Even
for the sharpest roll-off filters, the sampling rate should not be less than 2.5 times the data f_.

If a white noise distribution is assumed, the S/N within the narrow resolution bandwidth of the
analyzer can be considerably less than the data system bandwidth, because the energy in a narrow
filter is less than that in a wide filter for noise of the same spectral density. The spectral analysis
amplitude noise floor can be lower than the total system noise floor. This S/N is a function of
frequency. In addition, the analog front-end and anti-aliasing filter may not have as much S/N as
the data acquisition system. This can occur when the data acquisition system is designed to make
use of the S/N available for large digital word lengths. For example, a sixteen-bit word length
provides at least 90 dB of S/N.

Alias Elimination by High Sampling Rates — Data can be sampled at frequencies higher
than the highest frequencies in the data sample. This presupposes a knowledge of the frequency
distribution of the data sample. Current data systems are of high quality, but they may suffer from
spurious inputs from such unintentional manufacturer design flaws as intermodulation distortion.
Intermodulation can occur between telemetry bands, crosstalk between data channels, and crosstalk
between heads on an analog recorder, etc. A high-frequency spectral analysis may be required to
determine whether spurious signals can be aliased down to the data frequency band from higher
data frequencies than expected. While this is a valid method to eliminate aliases, the uncertainty of
the data content above the sampling rate poses some risk.

After the data are sampled, digital filters and decimation are used to limit the data to the desired
frequency range. Control of digital filter parameters is far superior to that of analog filters. For that
reason, the method is preferred by some data-processing experts.

4.4.3.4 Phase Distortion

Phase distortion is the deviation from a straight line of the phase in a frequency versus phase plot.
Phase distortion of a complex waveform translates into amplitude distortion. In computing the
power spectral density of a time history, the relative phase of each of its components does not
change the value of the data. Yet, the amplitude distortion can cause an error in the computation of
shock response spectrum. All filters in the data acquisition and analysis systems will affect phase
distortion, and therefore, the shock response spectrum. These errors will be a function of the
relative amplitudes of the spectral components, the frequencies of the spectral components, and the
phase in different transients. Because of the random distribution of the amplitudes, frequencies,
and phase in different transients, each time history will exhibit errors that will result in different
errors for each. If a given time history is repeatedly analyzed (and no other errors exist) then the
data will consistently have the same errors and the same shock response spectrum will be
computed each time. This will instill a false sense of confidence in the user.

4.4.4 Interface Errors

The equipment and cabling of a measurement chain is characterized by such electrical properties as
resistance, capacitance, etc. These input/output properties may change as either a result of
connecting equipment or the environment. Typical error sources in this category include loading,
CMV, noise, cabling, and crosstalk. Many of these errors, caused by loading, CMV, etc., are
addressed during design and analyses used to establish specifications, such as common mode
rejection ratio (CMRR), crosstalk specifications, input/output impedances, etc.
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4.45 Environment Induced Errors

Variations in temperature may affect the measurement system by introducing such error sources as
offset and gain. These errors are generally minimized during the design process through analyses
and subsequent specification of temperature coefficients, and specifications for environmental
conditioning of temperature sensitive equipment. Also, the designer must include analyses of other
environmental factors, such as humidity and altitude (pressure), depending on the specified end use
of the system.

4.4.6 Calibration Induced Errors

Calibration equipment and procedures are usually incorporated into a system during design to
provide a way to quantify and eliminate bias errors. While there are errors associated with the
calibration process, these may generally be considered negligible if the ratio of permissible
uncertainty (tolerance) of the calibration to calibrating equipment uncertainty is about four or
more.

The rationale behind this assumption is as follows. Let & represent the permissible uncertainty of
the calibration and &, represent the calibrator uncertainty that is given as &, <0.25 ¢ . Assuming
that the errors are statistically independent, they root-sum-square (RSS) as follows: where &; is
the observed error in the calibration process:

&1 =&l +(025¢,)

&r =1.03 & -

The error induced using a calibrator that is about four times as good as the system being calibrated
is about 3 percent of the system error.

If the accuracy ratio of the calibration standard is not sufficiently high, then the uncertainty
associated with the standard is included as an error source in the determination of bias uncertainty.
A more complete discussion is given in Sections 5.1 and 5.7.

4.4.7 Data Reduction and Analysis Errors

Correlation of data reduction methods and the characteristics of the measurand must be an
important part of the design activity. The application of software must be well understood to
prevent errors from such sources as misapplied algorithms, truncation, and roundoff. The potential
for software induced errors during data reduction cannot be ignored. The software issues discussed
in Section 5.9 should be given full consideration.

4.4.8 Operator Errors

Human errors, especially in the operational phase of the work, may be a significant error source.
This is particularly true if manual data acquisition methods are used. Human errors may cause
gross mistakes that will show good data points as outliers, which might be removed erroneously.

4.4.9 Error Propagation

Often, multiple measurements are needed to establish a parameter. For example, consider the
parameter Specific Impulse that is computed based on measurements of thrust and propellant flow.
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Since there is an uncertainty associated with each of these measurements, there is an uncertainty
associated with the parameter Specific Impulse. The Taylor Series Expansion is a numerical
technique that is often used to describe the relationships between individual measurement
uncertainties and parameter uncertainty at an operating point.

Consider a parameter F that depends on several measurements denoted M; .
F=f(M,M,,..M,) 4.1)

To a first-order approximation, the change in the function F, denoted SF, is related to the changes
in the measurements M;, denoted AM; as follows:

oF oF oF
§F={5NE}AM1+{aq;}AM2+m+[aMn}AMn (4.2)

where the partial derivatives [;WF} will be evaluated at an operating point. This is a simplification

of the Taylor Series Expansion. It is assumed the partial derivatives exist at the point and that the
remainder term is zero. Since measurement uncertainty can, for practical purposes, be considered a

randomly distributed variable, it has been a common practice to change Eq. (4.2) as follows:

2 2 2
oF oF oF
5F_\/[8_I\/IIAM1J J{&Mz AMZ] +...+(8MnAMnj (4.3)

where the AM; are interpreted to be measurement uncertainties.

From a design viewpoint, the parameter uncertainty, §F, is a stated requirement along with the
parametric relationship F. The unknowns are the allowable individual measurement un-certainties,
AM i .

Since Eq. (4.3) has n unknowns, a unique solution does not exist. Equation (4.3) gives the designer
a mechanism for budgeting uncertainties to each of the n measurements. The examples in Sections
4.5.6 and 4.5.7 are prepared to illustrate the technique.

4.5  Combining Errors

Once we have determined the sources of the various measurement system errors, we need to have a
method for quantifying them and combining them into a single estimated uncertainty value.

4.5.1 Error Classifications

The various error sources of a measurement process can be categorized as either bias errors (fixed
or systematic errors) or precision errors (random errors.) The bias error is the difference between
the mean of the measured values and the measurand value shown in Figure 4.9. The magnitude of
this error is important if the absolute accuracy is required. If repeated observations of the
measurement are made, the observed values will appear to be randomly distributed about the mean
value. The repeatability of the measurement depends on the precision errors. If, at a specific value
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of the measurement, the bias and precision errors are known, they can be combined to establish an
estimate of the uncertainty associated with the measurement.

A
~—| BIAS /> PRECISION
Mgasurement
= Value
Measurand Mean of
Value Measured Values

FIGURE 4.9 — COMPONENTS OF MEASUREMENT UNCERTAINTY.

Unlike experimental approaches that can be used to quantify a specific measurement system’s
error, the designer’s task is to

« Estimate the uncertainties of a proposed measurement chain by analyzing the
measurement process

« Quantify the error sources using manufacturer’s specifications, analysis, and/ or
engineering judgment

« Combine the error source uncertainties to establish an estimate of measurement
uncertainty.

Estimates of standard deviation confidence limits usually are difficult to obtain from manu-
facturer’s literature, as are performance time limits. It is recommended that the manufacturer’s
engineering staff be contacted directly for this information.

To aid the designer, Table 4.1 is provided as a guide for interpreting and establishing estimates of
uncertainties for the various error sources.
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TABLE 4.1 Error Source Classifications

TABLE 4.1

Error Source Classifications

ELEMENTAL ERROR ESTIMATION

ERROR CLASSIFICATION METHOD

SENSING ERRORS

Spatial Bias Engineering Judgement
Interaction Bias Engineering Judgement
Probe Bias Engineering Judgement
INTRINSIC ERRORS

Offset Bias Manufacturer’s Specs
Gain Bias Manufacturer’s Specs
Nonlinearity Bias Manufacturer’s Specs
Hysteresis Bias Manufacturer’s Specs
Repeatability Precision Manufacturer’s Specs
Drift Precision or Bias Manufacturer’s Specs
Noise Precision Manufacturer’s Specs
Source Current Bias Manufacturer’s Specs
SAMPLING ERRORS

Aliasing Bias Application Analysis
Aperture Bias Application Analysis
Resolution Bias Manufacturer’s Specs

INTERFACE ERRORS

CcMVv Bias or Precision Application Analysis
Noise Precision Application Analysis
Cabling Bias or Precision Application Analysis
Crosstalk Bias or Precision Application Analysis
ENVIRONMENT INDUCED ERRORS

Offset Bias or Precision Application Analysis
Gain Bias or Precision Application Analysis

4.5.2 Common Units and Confidence levels

Different units, such as % Full Scale, % Reading, uV RTI, mV RTO, etc., are used by manufac-
turers to specify equipment performance. Therefore, it is necessary to pick a common unit and to
convert all error source uncertainty. For a specific application with candidate equipment, this will
call for establishing such operating conditions as signal levels, gain, and bandwidth parameters.
Once selected, all error source uncertainty should be converted into the same units.

The uncertainty value should be of the same confidence level. Manufacturer’s
specs can be 1, 2, or 30, and typically, engineering judgment is a 20 estimate. To
achieve a meaningful combining of error sources, they must be converted to
common units and confidence levels.

45.3 Establishing the Total Bias Estimate

At a specific measurement value, the various biases listed in Table 4.1 are established and
combined to provide the measurement’s total bias, B . At a different measurement value, these
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elemental biases are in themselves variables with unknown distributions.

From a design viewpoint, the error sources reported by manufacturers as specifications represent
ranges (e.g., nonlinearity of £0.1% FS.) The uncertainty for any error source can be interpreted to
be the specified value with a confidence level depending on the standard practice of the
manufacturer. The confidence level of the uncertainty must be determined for each bias source.

There are various ways of establishing estimates of how these bias error sources, such as non-
linearity, hysteresis, offset, etc., combine to form total bias. These include summing the absolute
values of all bias error sources to form total bias and applying the Root-Sum-Square (RSS)
method. For example, the RSS can be used to establish an estimate of total bias, as follows:

Bias, By =b? +b2+..+b? (4.4)

While there is no mathematical basis for using the RSS method to establish B; unless all terms are

statistically independent, the rationale behind using this method is that it does provide for some
error cancellation. It is unreasonable to assume that all the biases are cumulative. In practical
measurement chains, there will be a canceling effect because some errors are positive and some are
negative.

In combining nonsymmetrical bias limits, apply the RSS method to the upper limits to determine
the combined upper limit. The lower limits should be treated likewise. The result will be
nonsymmetrical bias limits.

Using the above methods of combining biases to establish an estimate of total bias is considered
conservative, but the effects of calibration methods have yet to be considered. It is here in the
design process that calibration and the frequency of calibration are established based on a
consideration of the biases and their magnitudes. The estimate of total bias would then be adjusted
accordingly.

The concept of the total bias is relevant to the above discussion. The total bias is the difference
between the measurand’s value and the mean of the measured value. A calculated total bias
uncertainty is derived during design activities from the manufacturer’s data of such bias error
sources as shown in Table 4.1. The calculated total bias is dependent on sources that include
unknowns. Further, the measurand’s value is not known, so there is usually no rigorous equation
that defines the bias error. The calculated bias, calibrations, verified manufacturer’s data, and
comparisons with other measurements by independent methods will help the effort to estimate the
total bias. But, generally the estimate of total bias error must be based on engineering judgment.

4.5.4  Establishing the Total Precision Estimate

A review of the error classifications in Table 4.1 shows that the errors generally classified as
precision errors are repeatability and noise. Of these, noise is generally the dominant uncertainty.

Within a measurement system, the primary noise sources include noise generated by thermal
processes within conductors and semiconductors, white noise generated by thermal processes
within resistors, and systematic noise such as that caused by line frequency, power supply ripple,
electromagnetic interference, digital logic, etc. Active system elements, such as amplifiers, are
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principal sources of noise. Since the magnitude of noise depends on both gain and bandwidth, the
manufacturer’s specifications should include a measure of the magnitude of the noise and the
corresponding gain and bandwidth.

The RSS technique is also the method commonly used to establish an estimate of total precision.
The mathematical basis assumes that these elemental precision uncertainties are randomly
distributed and statistically independent. Thus,

Precision, B, = \/312 +55 .. +S] (4.5)

This is also called the precision index. Note that since these are random variables, the magnitude of
each precision uncertainty is generally expressed in terms of standard deviation (i.e., +1 o
represents 68.3%, £2 o represents 95.5%, +3 o represents 99.7%, etc.) Thus, precision errors must
be adjusted to the same sigma level before they are combined.

4.5.5 Establishing the Total Uncertainty Estimate

Measurement uncertainty, U, is a function of bias and precision. To combine the two separately
estimated uncertainties, two methods are currently accepted: Uspp and Ukrss .

U app =% (Br +1,57) (4.6a)

Ugrss = i\/(BT )2 +(t,S7 )2 (4.6b)
where t denotes the Student T statistic and « is the confidence interval.

If the bias and precision error estimates are propagated separately to the end test result and the
equation used to combine them into uncertainty is stated, either Uapp or Ugss can be used.
Monte Carlo simulations were used in studies to compare the additive (Uapp) and root-sum-
squared (Ugss) values. The results of the studies comparing the two intervals are:

- Uapp averages 99.1% coverage, while Urss provides 95% coverage based on bias limits
assumed to be 95% (2 o for normally distributed biases and 1.65 o for rectangularly dis-
tributed biases.

. Uappaverages 99.7% coverage, while Urss provides 97.5% coverage based on bias limits
assumed to be 99.7% (3 o for normally distributed biases and 1.73 o for rectangularly
distributed biases).

. Because of these coverages, Uapp is sometimes called Ugg and Ugss 1s called Ugs.
. If the bias error is negligible, both intervals provide 95% confidence.

. If the precision error is negligible, both intervals provide 95% to 99.7% confidence de-
pending on the assumed bias limit size.

. When the interval coverages are compared, Uapp provides a more precise estimate of the
interval size (98% to 100%) than 93% to 100% for Ugss.
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The “Student T” value is a function of the degrees of freedom (v). The degree of freedom v is the
number of observations in the sample (the sample size) minus the number k of population parameters
that must be estimated from these sample observations. For large samples (i.e., N > 30), t, is set
equal to 2. It is acceptable practice for t, to be taken as 2 during the design process. This
corresponds to a 20 (95.45%) confidence level.

The key procedure in establishing total uncertainty estimates is as follows:

(1) Study the measurement system and data algorithm to figure out which elements must be
considered in the uncertainty analyses.

(2) For each measurement, make a list of every possible error source and estimate its uncertainty
interval based on its correspondence to a set confidence level.

(3) Classify the uncertainties according to the categories of bias and precision.

(4) Propagate the total bias and precision index to the end-measurement results, as described
earlier.

(5) Calculate total uncertainty by one or both methods as shown above.
(6) Document the bias, precision and total estimates and the uncertainty formulas used.

Documentation of the methodology used is as important as the choice of
methodology.

4.5.6 Example—Budgeting Measurement Uncertainty in the
Design Process

Consider the requirement to develop a measurement system to measure the velocity of air in a low-
speed duct with a Pitot static probe (see sketch below). Using the Bernoulli equation for
incompressible fluids, the velocity, V, is related to the difference between the Pitot pressure and the
stream static pressure, which here is ¢, and to fluid density, p, as follows:

V =42q/p

where ( is in units of pascals (N/m2), pis in units of kg/m3, and V is in units of m/sec.

AIR FLOW el

q SENSOR
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The requirement is that the uncertainty in velocity must be less than 1% V at 3o when g equals

2400 Pa. For this example, assume that fluid density, p, is given as 1.000 kg/m3. How accurate
must the g measurement be to achieve 1% V?

Approach
Using error propagation, the expression for the uncertainty in V, (V)

2 2
oV = a—VAq + a—VAp .
oq op

Since we have one variable, the above simplifies to

The derivative is

At this dymamic pressure, % =0.0144, V=69.3 m/sec, and oV =+ 1% ==+ 0.693 m/sec.

Thus, the maximum allowable error in the  measurement is
Aq=10.693/0.0144 ~ 48 Pa or £ 2% or Reading, at 3 sigma.

An alternate method of determining the design requirement measurement of q is as follows:

dv
From oV = i[EMQ} , multiply by dq and divide by V

ov 11

V 29 a,
and, therefore, the measurement requirement for q is 2% for a 1% measurement of V.
Interpretation of Solution
The computed uncertainty in g of £2% reading at 3 o is the specification for errors in the mea-

surement including sensor, data acquisition, etc., and applies only when q = 2400 Pa.

Note — While calculus was used to establish the derivative (the sensitivity of V to
changes in (), this could have alternatively been established numerically, as follows:
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vV : '
(:j_q = Change in V / Change in q

Let q change from its base value of 2400 by 1%. Thus,

2400
Vo =420,/ p :w/2¥ = 69.28 m/sec

g =0.99 go=0.99 (2400) = 2376 Pa

2376
V, =429,/ p :,/2(1—) = 68.93 m/sec

vV Vy-V,  69.28-68.93

=0.0145
dg g,—-q9, 2400-2376

4.5.7 Example—Establishing Maximum Allowable Errors

In this example, we specify that fluid density, p, equals 1.000 Kg/m3. Typically, fluid density is
given by

PR

where P is fluid pressure in pascals, T is fluid temperature in kelvins, and R is the gas constant. For
air, R=287 J/kgK. Using error propagation, establish the maximum allowable errors in the three
measurements (¢, P, and T) when P equals 96,000 Pa and T equals 334.5 K to achieve £1% (30) in
fluid velocity, V.

Approach
Apply Eq. (4.3) to establish the relationship as follows:

2 2 2
oV = ﬂAq +(ﬁAP] +(ﬂATJ
oq oP oT

where
ov V
= =0.0144
a9 29 (from example 4.1)
N = il =—0.00036
oP 2P
Y _Y o104
oP '
Thus,

£0.693 =,/(0.01440)” +(-0.000364P)” +(0.104AT )2 .
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Since there are three unknowns, a unique solution does not exist. Still, maximum error limits can
be established for each measurement by specifying two variables to be zero and solving for the
third.

Therefore, the maximum allowable errors at 3 sigma are

AQ =+ 48 Pa
AP = £ 1925 Pa
AT=+67K.

Interpretation of Solution

These are maximum allowable errors for each measurement if the errors in the other two are zero
and include sensor, data system, etc. In practice, the designer would establish error budgets for
measurements less than these maximums and use the above equation to ensure compliance with the
+1% V at 3 o specification. The designer would also take into account the time requirements over
which the maximum allowable errors must not be exceeded. This, then, would generate the
MTBOOT/MTBEF target which the design is to meet.

4.6  Constructing Error Models

When we measure a physical attribute by any means (e.g., eyeballing, using off-the-shelf in-
struments, employing precise standards, etc.), we are making an estimate of the value of the
quantity being measured. Two features of such estimates are measurement error and measurement
uncertainty. The terms error and uncertainty are often interchanged, but there is a subtle distinction
between the two. For example, the result of a measurement after correction can unknowingly be
very close to the unknown value of the measurand, and thus have negligible error, even though it
may have a large uncertainty.

4.6.1 Measurement Uncertainty

Measurement errors are never known exactly. In some instances they may be estimated and
tolerated or corrected for. In others, they may be simply acknowledged as being present. Whether
an error is estimated or acknowledged, its existence introduces a certain amount of measurement
uncertainty.

UNCERTAINTY — a parameter, associated with the result of a measurement,
which characterizes the dispersion of the values that could reasonably be attributed
to the measurand.

The assessment of uncertainty requires critical thinking, intellectual honesty, and professional skill.
The evaluation of uncertainty is neither a routine task nor a purely mathematical one — it depends
on one’s detailed knowledge of the nature of the measurand and of the measurement methods and
procedures used. The utility of the uncertainty quoted depends on the understanding, critical
analysis, and integrity of those who contribute to the assignment of its value.

Some sources of uncertainty — not necessarily independent — are:
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o Incomplete definition of the measurand and imperfect realization of the definition of the
measurand

o  Sampling — the sample measured may not represent the defined measurand
o Instrument resolution or truncation
«  Values assigned to measurement standards and reference materials

«  Values of constants and other parameters obtained from external sources and used in the
data algorithms

«  Approximations and assumptions incorporated in the measurement methods and
procedures

«  Variations in repeated observations of the measurand under apparently identical conditions

« Inadequate knowledge of the effects of environmental conditions on the measurement

procedure, or imperfect measurement of environmental conditions, or unknown
uncertainties of the measurement equipment used to determine the environmental
conditions.

Mistakes in recording or analyzing data can introduce significant unknown error in the result of a
measurement. Large mistakes can usually be identified by proper data review — small ones could
be masked by or even appear as random variations.

In instances where the value of an error is estimated, the uncertainty in the estimate can be used to
indicate a range of values surrounding the estimate. In instances where the error is not estimated
but simply acknowledged, an uncertainty estimate serves to define a range of values that is
ordinarily expected to contain the error, whatever its value might be. In both cases, the uncertainty
estimate 1s made to establish regions of values that bound the error with some level of probability
or “confidence.” The limits of such regions are referred to as confidence limits. The term
“expanded uncertainty” is also used.

4.6.2 Measurement Error

The difference between the measurand value® and the measurement estimate of this value is
referred to as measurement error.

ERROR — the difference between the result of a measurement and the value of
the measurand.

Measurement error for a given measuring artifact and measurand may be bias (systematic) or
precision (random). Bias errors are classified as those whose sign and magnitude remain fixed over

6 In accordance with the ISO/TAG4/WG3 Guide to the Expression of Uncertainty in Measurement, a measurand is defined

as “a specific quantity subject to measurement.” As defined, a measurand is a specific quantity and as such, is definite, certain,
unique, or particular. The definition implies that the value of a measurand is the “truth.” To add the term “true” to “value of a
measurand” is redundant. Therefore, the term “true value of a measurand” (often abbreviated as “true value™) is generally not
used in this publication. Where used, the terms “value of a measurand” (or of a quantity), “true value of a measurand” (or of a
quantity), or simply “true value” are viewed as equivalent.
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a specified period of time or whose values change in a predictable way under specified conditions.
Precision errors are those whose sign and/or magnitude may change randomly over a specified
period of time or whose values are unpredictable, given randomly changing conditions.

Typically, error estimates are attempted only for bias errors. This does not mean that all bias errors
can be estimated. It may not be possible to estimate the value if

(1) the sign and magnitude are either not measured or not communicated

(2) the sign and magnitude vary in an unknown way over periods of time between
measurement or

(3) both (1) and (2).

An example of an unknown bias error is the bias of a measuring attribute of an instrument drawn
randomly from a pool of like instruments where its sign and magnitude are unknown. In such a
case, all that can be done is to form a distribution of values, weighted by probability of occurrence,
that attribute biases may assume. Estimates of these probabilities may be based on prior calibration
or test history data taken on like instruments or may derive from heuristic or engineering estimates
based on stability and other considerations.

The designer’s objective is to configure and specify the individual system components so the
integrated performance satisfies the overall requirements, including the targeted measurement
accuracy. A mechanism is needed that will help the analytical evaluation of the candidate system’s
performance. This is traditionally done using error models.

Error models are simple schematic illustrations of a measurement process used to

o Identify the error sources associated with the measurement equipment (i.e., the published
intrinsic errors, such as nonlinearity, gain error, hysteresis, etc.)

o Identify and quantify installation-related errors, such as those owed to the environment,
CMV, electrical loading, and cabling, in addition to spatial and disturbance errors

o Identify and quantify application-related errors, such as those caused by improper
sampling, improper data collection and reduction.

The specific steps used in constructing an error model follow:

1. Draw a simple schematic diagram of the process showing major hardware and
software components.

Establish signal levels.
Identify and quantify intrinsic equipment errors and confidence estimates.
Choose consistent units and confidence levels.

Identify and quantify installation-related errors and application-related errors.

A O

Combine errors to establish estimate of uncertainty
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4.7 Example—Developing a Temperature
Measurement System

Consider the problem of measuring the temperature of a moving fluid which nominally is in the
range of 30—70 °C. Past experience has shown that a Chromel-Alumel thermocouple is useful for
measurements in the range from 0 to 1260 °C. Therefore, it has been decided that an ISA Type K
Chromel/Alumel thermocouple configured in a grounded sheathed probe through a bulkhead into
the fluid stream will be used.

The following specifications have been established for this measurement:

. Range of Temperature to be Measured: 20-100 °C
. Bandwidth: 0-10 Hz
« Uncertainty: £3 °C, 3o at 60 °C, for one year

«  Principal Mode of Heat Transfer: Natural convection from fluid to probe, conduction
from probe to thermocouple

o  Measurement Sensor: ISA Type K Chromel-Alumel thermocouple.

4.7.1  Temperature Measurement System Equipment Selection
and Specification Interpretation

The basic elements comprising the example temperature measurement system are shown in the
following sketch:

MEASURAND — DATA AQUISITION SYSTEM (DAS)
CHROMEL | \\ Cu
77 1001101
y=a+b
< ALUMEL | \n\ Cu > sin 22°
Vo4
TYPE K REFERENCE LOW PASS AD DATA
THERMOCOUPLE JUNCTION FILTER AMPLIFIER  coNVERTER PROCESSOR
MEASUREMENT SYSTEM

Since thermocouples are differential measurement devices, the voltage input to the measurement
system depends on the voltage generated by the thermocouple and the subsequent voltage
generated at the reference junction. For this example, the equipment items needed are the
thermocouple, the reference junction, a system to measure voltage, and a method of correlating
measured voltage to temperature.

Thermocouple

The accuracy of a thermocouple depends on the type and homogeneity of wire material, the grade
of the wire, and the temperature range in which it will be used. Most thermocouples are nonlinear
from the low to high limits of their nominal working range, however most have good linearity
when used in a reasonably narrow portion of the thermocouple material’s total range.
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For best results, thermocouples should be calibrated before using. They should be calibrated at the
temperature range of interest to lessen and quantify errors due to variations in materials and
manufacturing. Calibration will allow for careful selection of thermocouples, which may
significantly reduce the measurement’s uncertainty.

The thermocouple’s indicated versus measurand temperature can be influenced by installation
techniques. Complicated heat transfer effects produced by the measurand, protective housing,
measurand vessel, environment, and measurand dynamics can have a profound impact on the
measurement accuracy. If the measurand is a moving gas, several temperatures may exist si-
multaneously making it necessary to decide what is being measured. It is not good practice to
correct a poor installation by the use of computed correction factors. For proper temperature
measurement, one should make a thorough analysis of each installation.

A Type K (Chromel-Alumel) thermocouple is useful for measuring temperatures from 0 to 1260
°C. The manufacturer’s published Limits-of-Error for a Type K thermocouple over the temperature
range 20—100 °C is £2.2 °C. Because of material impurities and variability in the manufacturing
process, the actual emf versus temperature characteristics may differ from the published
characteristics for the manufacturer’s reference Type K thermocouple. This is interpreted as bias
error. The manufacturer does not provide any information on the confidence level associated with
the stated uncertainty interval. From many calibrations of wire samples, the user has established
that the confidence level of the uncertainty is 3 o.

Often, the measurement uncertainty requirement is impossible to meet. If the requirement had
been, for example, +1 °C, 30, and given the manufacturer’s published data of £2.2 °C at 20-100
°C for a reference thermocouple, segments of a roll of thermocouple wire would have to be
individually calibrated to find lengths that would reduce the Limits-of-Error to less than £1 °C. If
this cannot be accomplished, the measurement uncertainty specification must be relaxed.

Reference Junction

It is critical that the reference junction temperature be known exactly. The typical specifications for
reference junctions include an accuracy statement for the junction temperature, and for multiple
thermocouple junctions, a statement of temperature uniformity. Typical uncertainties published are
+0.25 °C for junction temperature and +0.1 °C for uniformity. Usually, the manufacturer is silent
on the uncertainty confidence level. Experience has shown the confidence level to be between 2
and 30. The uncertainties are interpreted as bias errors.

Data Acquisition System

Using a nominal sensitivity for Type K thermocouples of 40 V/°C, the voltage range corre-
sponding to a temperature range of 20—100 °C is 0.8 to 4.0 mV. The data acquisition system must
be capable of measuring time-varying phenomena of these magnitudes at frequencies from zero to
10 Hz. The following specifications are considered to be representative for a quality multichannel
data acquisition system. Here the manufacturer specifies 99% (~3 o) confidence level for
uncertainty values.
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« Gain Accuracy: +0.05% FS =+0.003% /°C

« Nonlinearity: +0.02% FS

« Time Zero Stability: £5 x4V relative to input (RTI) £1.25 mV relative to output (RTO)
.  Temperature Zero Stability: +0.5 4#V/°C RTI +0.1 mV/°C RTO

« Zero Offset: +10 xV, Channel-to-Channel

« Noise: 8.5 4V RTI £0.75 mV RTO, £3 o with a 10-Hz filter installed

« Resolution: +0.003% FS

« Common Mode Rejection Ratio: 120 dB

.  Static Crosstalk: 120 dB

Interpretation of these errors is provided below.

4.7.2 Example Temperature Measurement System Error Model

This example illustrates the traditional process of developing an error model for the temperature
measurement system and establishing an estimate of uncertainty.

NOTE — The example is repeated in detail in Appendix G. There, the reader will
find some techniques differing from the traditional approach taken below, a more
detailed treatment of the identification of error sources, and development of
mathematical expressions for establishing the estimate of uncertainty.

STEP 1. Draw a simple schematic diagram of the process.

ERROR ERROR ERROR ERROR ERROR
SOURCES SOURCES SOURCES SOURCES SOURCES
* INTERACTION  T/C LIMITS OF ERROR . « INTRINSIC ANALOG EQ. .
L PROBE" * NONHOMOGENITY - ONIFORMITY (ACC., NL, NOISE, ETC.) LA T TION
* NONHOMOGENITY ;NOISE " YNIPLING (QUAINTIZING, ) « ROUND-OFF
< NONLINEARITY THERMAL INDUCED : ALGORITHMS
Tw TR
. M s MWMTLAN \ M Cu M N DATA
—————— 7
x €E===F5 =1 115 S > ACQUISITION R
)—’ x ) r MTL Bt%>__t’ Cu T 3 SYSTEM Sin 22
PROBE with
GROUNDED REFERENCE DATA
THERMOCOUPLE JUNCTION PROCESSOR
G2
ERROR
_____®__ SOURCES | _ _
. gOISE
« CMV
FLOW CMV

STEP 2. Establish signal levels.

Because of a nominal sensitivity for a Type K thermocouple of 40 4V/°C, the voltage
corresponding to 20—-100 °C is 0.8—4.0 mV.
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An amplifier gain of 1000 is chosen for the measurement system. This provides an input
voltage to the analog-to-digital converter of 0.8—4.0 V. The selected converter has a full-
scale input of £10 V.

STEP 3. Identify and quantify intrinsic equipment errors and confidence levels.

Gain Accuracy: =+0.003% /°C, +0.05% FS [Given]

Nonlinearity: +0.02% FS  [Given]

Time Zero Stability: +5 ¢V RTI£1.25 mV RTO [Given]

Using a gain of 1000, the time zero stability error is converted to % FS by multiplying
the RTI component by 1000 and summing this with the RTO component.

Time Zero Stability: +0.0625% FS

Temperature Zero Stability: 0.5 4#V/°C RTI 0.1 mV/°C RTO [Given]
This error can be restated in term of % FS as:

Temperature Zero Stability: +0.006% FS/°C

Zero Offset: £10 4V, Channel-to-Channel  [Given]
This error can be restated in terms of % FS as:

Zero Offset: +£0.1% FS

Noise: +8.5 4V RTI£0.75 mV RTO [Given]

This error can be stated in % FS by RSSing the components where the RTI component
is adjusted by gain.

Noise: +0.085% FS

Resolution: +0.003% FS  [Given]

The confidence level for uncertainties is 3G, based on conservative engineering estimates and
experimental measurement data analysis.

Step 4. Choose consistent units and confidence levels.
For this example, it is desirable to use °C to represent all errors. Since the thermocouple and

reference junction are already in °C, it is only necessary to convert the measurement system errors
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into °C. Since the system gain has been picked to be 1000, the maximum input voltage can be =10
mV (computed by dividing the converter’s full-scale input of 10 V by the gain of 1000). Given a
nominal sensitivity of 40 £V/°C, the full-scale input of 10 mV corresponds to about 250 °C. The
above specifications can be restated as follows:

Gain Accuracy: +0.125 °C,+0.0075 °C/°C
Nonlinearity: #0.05 °C

Time Zero Stability: +0.15 °C
Temperature Zero Stability: +0.015 °C/°C
Zero Offset: +0.25° C, Channel-to-Channel
Noise: +0.2125 °C

Resolution: +0.0075 °C

All the above error sources have been estimated to a 3o confidence level or adjusted to 3o where
higher or lower confidence levels were used.

Step 5.

Identify and quantify installation- and application-related errors.

Common Mode Voltage (CMV)

The error, &, resulting from a common mode voltage of e, can be computed using the

Vv
CMRR (common mode rejection ratio) specifications as follows:

\'

G-ecmy
log"! (CMRR/20)

€emv =

For a CMRR of 120 dB [Given] and an estimate of CMV of 10 V, the error is

e_cmv =0.01V whichis 0.1% FS or 0.25 °C.

Static Crosstalk

This computation is similar to CMV, where an estimate of maximum voltage between
channels is used. Assuming 10 V maximum, the error is the same as CMV.

Temperature-Induced Errors

The effects of temperature on both gain and zero offset can be computed using the
temperature coefficients stated in Step 4 and an estimate of maximum temperature change.
Assuming a maximum temperature change of 10 °C, gain and offset errors are:

Thermal Gain Accuracy: 0.08 °C
Thermal Zero Stability: +0.15 °C
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Step 6.

Combine errors to establish uncertainty estimate.

o Bias estimate

Thermocouple: +2.2 °C

Reference Junction Accuracy: =+0.25 °C
Reference Junction Uniformity: +0.1 °C
Gain Accuracy: +0.125 °C
Nonlinearity: +0.05 °C

Zero Offset: +0.25 °C

Resolution: +0.008 °C

CMV: +0.25°C

Static Crosstalk: +0.25 °C

Total bias estimate based on RSS of above: £2.26 °C at 3 o

e Precision estimate

Zero Stability: +0.15 °C

Noise: +0.21 °C

Thermal Gain Accuracy: +0.08 °C
Thermal Zero Stability: +0.15 °C

Total precision estimate based on RSS of above: £0.31 °C at 3 o

Since the bias limits were determined to be 3o with normal distribution (99.7%), the uncertainty

estimate 1s:

Uaop =+(2.26°C+2x0.31°C) ==+ 2.88 °C with a confidence level of 99.7%

Upss = i\/(2.26 "C)2 +(2x0.31 "C)2 ==+ 2.34 °C with a confidence level 0of 97.5% .

Therefore, either of these uncertainty estimates may meet the 3 °C uncertainty requirement of the
measurement as specified.

The word “may” is used here because the uncertainty specification was established to be £3 °C,
30 at 60 °C, for one year. Yet, as one can observe, none of the manufacturer’s data specified
confidence levels for uncertainty values in terms of a time element. At this point, critical
engineering judgment and uncertainty growth analyses are required to support whether or not the
uncertainty estimates will meet the one-year requirement.
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The measurement system designer must consider the time duration of the spec-
ification and be aware that the calibration certification is only applicable at the
instant of calibration. In addition, most manufacturer’s data does not specify
confidence levels for uncertainty values in terms of a time duration. The designer
must not overlook this very important aspect when estimating uncertainty,
especially for systems design of remote long-term applications.

The designer should pay particular attention to the material covered in Section 3.2.5 and Table 3.2
regarding the establishment of measurement system reliability requirements as they apply to mean-
time-between-out-of-tolerance (MTBOOT).

4.8  Consideration of Calibration Techniques to
Reduce Predicted Bias Errors

Generally, a measurement system’s predicted bias errors, as established from interpreting
manufacturer’s specifications and other supporting analyses, dominate the uncertainty calculation.
This is a consequence of using worst-case limits to quantify error sources. Bias errors are fixed by
definition, so many of these can be effectively reduced through calibration. The designer’s task is
to review the predicted bias error terms and incorporate calibration techniques within the
measurement system so that these can be effectively reduced, if needed. Methods commonly used
include:

o Inserting known stimuli at sensor input (in situ calibration)
o Inserting known stimuli at measurement system input

o Simulating known inputs (e.g., creating imbalance with Wheatstone bridge configurations

and substituting known resistors for potentiometric measurements, such as resistance
temperature devices, or viewing deep-space radiation using a blackbody at a known
temperature)

o  Calibration of individual measuring system components

o Calibration by use of a reference material having the same general composition as the

material being measured—for example, using a gas mixture of known composition to
calibrate a gas analyzer

o  Calibrating range by viewing two or more known points (triple point of water and melting
point of zinc).

Where there is more than one measuring system for a given parameter, relative performance can be
found by interchanging measuring systems relative to the sensors and by applying SMPC methods.
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4.9  Consideration of Uncertainty Growth in the
Measurement System Design Process

Immediately following test or calibration, the uncertainty in the recorded value of a measurement
parameter begins to grow in response to several factors. These factors include environmental stress,
usage stress, storage and handling stress, stray emf, vibration and mechanical shock, and so on.
Uncertainty growth reflects shifts in parameter value described by a variety of mechanisms,
including:

« Linear drift

« Random fluctuations

«  Periodic oscillations

«  Spontaneous quantum jumps

« Response to discrete events.

The specific manner in which uncertainty growth is accounted for depends on the
mechanism.

Suppose that parameter values shift because of linear drift. Linear drift is described according to
Y t)=Y (0)+&t , 4.7)

where Y(t) represents the parameter value after a time t has passed since test or calibration, and x is
the parameter drift rate. In practice, the coefficient x is an estimated drift rate, based on
engineering or other data that are themselves characterized by an uncertainty o,(t) that grows with
time (and other stresses) since test or calibration. Given this, estimates of the parameter value are
obtained from

Y()=Y(0)+rt 2 ,0,(), (4.8)

where
oy )= (0)+ o(t) » (4.9)

and where z , 1s the two-sided normal deviate, obtained from a standard normal or Gaussian
distribution table, for a (1-) x 100% confidence level. The quantity 05 (0) is the variance in the

parameter value immediately after test or calibration.
A straightforward method for getting the coefficient xis to fit Y (t) in Eq. (4.8) to observed values

for Y(t) using regression analysis. In this approach, measured values Yi, Y», ..., Y, are sampled at
various times {;, t,, ..., t,. . Using linear regression methods gives
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o= izl ' (4.10)

where
Yi EY(ti),
n
E=a/n)t ,
i=1
and

n
Y =(/n)Y,; .
i=l
Similarly, the variance 0',2((t) 1s obtained from

t-t)
o2 ()= | Lo 2
K 4.11
L i=1 |
where
2 LTy v (1P

Measurement parameter uncertainty growth for the linear drift model is depicted in Figure 6.2
of Section 6. Other uncertainty growth mechanisms and associated models are described in
Appendix B.

A word of caution about uncertainty growth is due. If, for example, drift is a
concern, then the established value for the measurement uncertainty is only valid at
the time of calibration.

If drift can be characterized as discussed above, it may be possible to correct for this or to change
the estimated uncertainty to include this based on engineering judgment. A more practical method
would be to incorporate a mechanism within the measurement system that allows drift to be
measured and compensated for.

4.10 Consideration of Decision Risk in the
Measurement System Design Process

Because of measurement uncertainties, incorrect decisions may result from information obtained
from measurements.
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The probability of making an incorrect decision based on a measurement result is
called measurement decision risk. Since uncertainties grow with time since test or
calibration, measurement decision risk also increases with time since calibration.
This is the underlying motivation for doing recalibrations or retests regularly.

Measurement decision risk may take several forms—the most common are false accept risk and
false reject risk. A false accept is an event in which an unacceptable item or parameter is wrongly
perceived as acceptable during testing or calibration. Acceptance criteria are ordinarily specified in
terms of parameter tolerance limits. An acceptable parameter is one that is in-tolerance. An
unacceptable parameter is one that is out-of-tolerance.

Therefore, false accept risk is usually defined as the probability that an out-of-tolerance parameter
will be accepted by testing or calibration. This definition is relevant from the viewpoint of the
testing or calibrating organization. An alternative definition is sometimes used which is relevant to
the receiving organization. From this viewpoint, false accept risk is the probability that an out-of-
tolerance item or parameter will be drawn at random from a given lot of accepted items or pa-
rameters.

False reject risk is similarly defined as the probability that an in-tolerance item or parameter will be
rejected by testing or calibration. False accept and false reject criteria can be used to establish
parameter tolerances, among other things. False accept and false reject risks are described
mathematically in Appendix C.

4.10.1 False Accepts

Certain negative consequences may arise because of false accepts. Test process false accepts can
lead to reduced end-item capacity or capability, mission loss or compromise, loss of life, damaged
corporate reputation, warranty expenses, shipping and associated costs for returned items, loss of
future sales, punitive damages, legal fees, etc.

Calibration process false accepts lead to test system populations characterized by parameters being
out-of-tolerance at the beginning of their usage periods. In Appendix B it is shown that the higher
the beginning-of-period (BOP) out-of-tolerance probability, the higher the average-over-period
(AOP) out-of-tolerance probability. High AOP out-of-tolerance probabilities lead to higher
measurement decision risks encountered during test system calibration. These higher risks, in turn,
make test systems more prone to measurement decision risk during end-item testing.

4.10.2 False Rejects

Both test process false rejects and calibration process false rejects lead to unnecessary rework and
handling. Since higher rejection rates imply poorer production controls, test process false rejects
also create an excessively pessimistic view of the quality of the end-item production process. This
view may lead to more frequent disassembly and repair of production tools, machinery, molds and
templates than is necessary.

Calibration process false rejects create an excessively pessimistic view of the EOP in-tolerance
percentage of test systems. Since test system calibration intervals are adjusted because of this
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percentage, calibration process false rejects lead to unnecessarily shortened test system calibration
intervals. This results in unnecessary operating expenses and increased downtime.
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. MEASUREMENT TRACEABILITY

5.1 General

Common measurement references are critical to the worldwide exchange of goods, products,
information, and technology. Transferring these common references in a controlled manner to
thousands of individual measurements made every day is the goal of traceability. NASA mea-
surement traceability extends from the ground-based operations to measurements made aboard
space-based platforms and planetary probes. Decisions based on measurements will affect the day-
to-day well-being of the crew, the performance of the on-board and ground-based systems and the
ongoing scientific experiments.

Measurement traceability is a sequential process in which each measurement in a chain of
measurements, starting with accepted reference standards, depends on its predecessor as shown in
Figure 5.1.

STANDARDS
LABORATORY

—

Error Source INTERLAB
Layer 1 STANDARD
Error Source TRANSFER
Layer 2 STANDARD
Error Source WORKING
Layer 3 STANDARD
Error Source MEASUREMENT
Layer 4 INSTRUMENT

—

SENSOR

Error Source
Layer 5

FIGURE 5.1 — VERTICAL CHAIN EFFECTS ON UNCERTAINTY IN MEASUREMENTS.
The top of the chain (Standards Laboratory) is assumed to be the accepted authority. Therefore, the
resultant data can pass through at least five layers, each with multiple sources of error.

The chain may only be one link or it may involve many links and several reference standards. For
example, temperature measurements using a thermocouple rely on the temperature scale and the
unit of voltage.

One of several definitions of traceability is:
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TRACEABILITY — The property of a result of a measurement whereby it can be
related to appropriate standards, generally international or national standards,
through an unbroken chain of comparisons.

Traceability is a hierarchical process. There are other definitions of traceability and many of these
are discussed by Belanger. In the United States, traceability begins at NIST and ends with an
operational measurement, i.e., a rocket motor temperature. It is a measurement chain that is no
better than its weakest link. At each link or stage of the traceability chain, errors are introduced that
must be quantified, and their effects combined, to yield a realistic estimate of the uncertainty with
respect to the accepted standards (usually NIST). At each level, a standard will calibrate an
unknown. Both may be a single-valued or a standard artifact standard, or an instrument. The chain
may have only one link or it may involve many links and several reference standards.

)
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Calibrate
Standards

CALIBRATION
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Calibrate TME
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PERFORMANCE PARAMETER PATH
____________ - DECISIONS
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FIGURE 5.2 — HIERARCHICAL NATURE OF TRACEABILITY.
Solid lines represent the measurement paths, with each line representing one or more measurements
of one or more quantities. The dashed lines are established specifications based on previously made
measurements.

i

Figure 5.2 is a simplified illustration of the hierarchical nature of traceability. It begins with
national standards and ends when the measurement result will be used to make a decision. The
quality of the decision depends on the quality of the traceability paths. The box labeled
“Calibration Labs” represents many laboratories of varying capabilities and may be multilayered.
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They may go directly to NIST or to another calibration laboratory. At each stage, there are error
sources producing measurement uncertainties propagated to the next level. Also, the paths in most
cases are usually parallel, coming together when the product (measuring process) is placed in
operation (in a spacecraft or ground support equipment). The result of this complicated process is a
measurement result used to make a decision. To get a single measurement, the result may involve a
similar path for each measurement quantity involved in the final measurement. Consider the
measurement of temperature using a thermocouple. In the field, it involves (1) a calibrated
thermocouple, (2) a calibrated reference junction, and (3) a calibrated voltage measuring
instrument.

Traceability is the melding together of measurement standards, measurement techniques, periodic
calibration, data analysis, statistical process control, and sound decision making for each link of the
measurement chain. This information, necessary to reconstruct the measurement, must be
documented and preserved to ensure the integrity of the traceability. For each link, documentation
should contain the assigned values of the final item, a stated uncertainty of the result, an
uncertainty budget, the standards used in the calibration, and the specification of the environmental
conditions under which the measurements were made. The allowable degradation in accuracy
(increase in uncertainty) is often specified for each link in the chain as an accuracy ratio.

5.1.1 Components of a Measurement

Every measurement M . of a quantity is an estimate of the magnitude ({N }). This estimate is a

S
pure number that represents the value of the measurand of the quantity expressed in terms of the
unit of measure (6) used to make the measurement. Furthermore, M ., has an error (¢) that is

unique to that measurement. Mathematically it can be represented by the following relationship.

M gps = N }09+g' (5.1)

For differing units representing a quantity, different values for {N } will result. This can be seen by

considering the measurement of an invariant quantity using two different units. Since the quantity
is invariant, the following relationship results:

N, -0y =N g -6 (5.2)

where the subscripts A and B represent measurements in terms of different units. If two slightly
different representations of the same unit are used to make measurements, there will be small
differences in {N }. The difference is quantified by Eq. (5.3.)

(5.3)

The function of calibration is to reduce &, to an acceptable magnitude. To achieve measurement
uniformity and assure traceability for a given quantity:

o  There must be only a single unit of measure for each quantity

«  The uncertainty of the unit with respect to its definition must be known
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o  The uncertainty of the measurement process must be known.

5.1.2 Definition of Tolerance, Uncertainty, and Accuracy Ratio

Following are the definitions of tolerance, uncertainty, and accuracy ratio:

Tolerance — Tolerance is a condition imposed on a measurement by the designer or other agency.
Tolerance is defined as “the total permissible variation of a quantity from a designated value.”

Uncertainty — Uncertainty is ““a parameter, associated with the result of a measurement, that
characterizes the dispersion of the values that could reasonably be attributed to the measurand.”
Measurement uncertainty is a property of the measuring system and all prior measurement chain
errors. Obviously, the measurement uncertainty must never exceed the tolerance.

Accuracy Ratio — Accuracy ratio (AR) or test accuracy ratio (TAR) are terms used to describe
the relationship between specified tolerances and measurement uncertainty. AR or TAR is the ratio
of the tolerance of the instruments being tested to the uncertainty of the standard.

tolerance
uncertainty

ACCURACY RATIO (AR)is: AR =

The realization of accuracy ratios is sometimes impossible because of requirements for hardware,
materials, measuring processes, and the state of the art. The calibration of an 8-1/2-digit digital
voltmeter (DVM) is an example of instrumentation approaching the quality of the standard. Most
calibration laboratories maintain the volt over an extended period to about +£1 ppm but are called
on to calibrate DVMs having a performance in the 1-ppm region.

5.1.3  The Metric System

A coherent, universally accepted system of units of measure is critical to measurement uniformity
and traceability. Over the years, various systems of units have been adopted, but each has been less
than universal until the adoption of the International System of Units (Sl) by the 11th General
Conference on Weights and Measures (CGPM) in 1960. The SI is frequently called, simply, the
metric system. It is proper to refer to the SI as the modernized metric system. There have been
efforts to adopt the modernized metric system in the United States, particularly the Metric
Conversion Act of 1975. There has been little or no movement to metrication until recently. Now,
by law, United States Government activities must metricate in a reasonable time.

Section 5146 of Public Law 100-418 , the Omnibus Trade and Competitiveness Act of 1988,
amends Public Law 94-168, the Metric Conversion Act of 1975. Specifically, Section 3 of the
latter act is amended to read as follows:

It 1s therefore the declared policy of the United States

(1) to designate the metric system of measurement as the preferred system of weights
and measures for United States trade and commerce:

(2) to require that each Federal agency, by the date certain and to the extent feasible
by the end of the fiscal year 1992, use the metric system of measurement in its
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procurement, grants, and other business-related activities, except to the extent
that such use is impractical or likely to cause significant inefficiencies or loss of
markets to United States firms, such as when foreign competitors are producing
products in non-metric units;

(3) to seek ways to increase understanding of the metric system of measurement
through educational information and guidance and in Government publications;
and

(4) to permit the continued use of traditional systems of weights and measures in
nonbusiness activities.

The notice published in the Federal Register states:

Under both this act and the Metric Conversion Act of 1975, the “metric system of
measurement” is defined as the International System of Units [SI] as established
in 1960 by the General Conference of Weights and Measures and interpreted or
modified by the Secretary of Commerce. (Sec. 4(4), Pub. L. 94-168; Sec.
403(1)(3), Pub. L 93-380.)

Although universal, there are a few very small variations among nations regarding names, symbols,
and other matters. An overview of the SI is given in Appendix H. All material is the SI as
interpreted for use in the United States. Also, the SI is dynamic and is continually undergoing
revision. Though the material in Appendix H is stable, it is important to verify it has not changed.

52 Measurement Standards

Units of measure must be realized experimentally besides, as well as conceptually defined. Such
work is scientifically demanding, requiring years of research, and is usually restricted to national
laboratories, universities, and other scientific institutions. To serve their own needs, nations have
established legal standards of measure and often, by law, have decreed that all measurements must
be traceable to their national standards. Because of errors in realizing the unit, small but significant
differences between as-maintained units may exist among nations.

The measurement standard is the primary tool for traceability. A measurement standard may be a
physical object (artifact) adopted by national or international convention, a physical phenomenon
or a constant of nature (an intrinsic standard), a standard reference material (SRM), or in some
situations a consensus physical standard. An example is the Rockwell Hardness Tester, which is
generally accepted to measure the hardness of steel. The purpose of an SRM is to provide a
common reference point whereto a specific species of measurements is referred to ensure
measurement compatibility with time and place.

Traditionally, standards have been thought of as devices specifically designed for that purpose. In
the context of NASA, the concept of standards must be extended to cover all instruments and
apparatuses used to calibrate or verify proper operation of the operational equipment aboard a
space-based platform and on the ground. This includes all equipment traditionally thought of as
“test” equipment. When a DVM will calibrate or verify a panel meter, the DVM is the “standard.”
(A standard is a reference device for a calibration process.
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52.1 Intrinsic Standards

An intrinsic standard is based on one or more physical phenomena of high reproducibility, or
constants of nature. Originally, these standards were primarily confined to national laboratories but
are finding their way to other metrology laboratories. Examples are; the triple point of water and
other temperature-fixed points to define the temperature scale, the ac Josephson effect to define the
representation of the SI volt, and cesium beam clocks for time and frequency. Intrinsic standards
can be realized anywhere (if an appropriate level of competence exists and the system embodying
the intrinsic standard can be well-characterized), eliminating the need for calibration at a higher
echelon such as NIST. (A Josephson volt can be readily realized in a Dewar at cryogenic
temperatures. However, the process of using it to measure a source at room temperature is fraught
with difficulties. The process may be idiot-proof at =5 ppm, but to achieve 0.05 ppm requires
expertise and good procedures.) For international consistency, the phenomenon is fully described
and the values of the constants are assigned by international agreement. The procedure by which
measurements are made with intrinsic standards must be fully documented and agreed upon to
prevent procedural variations.

5.2.2 Artifact Standards

An artifact standard uses one or more physical properties to represent the desired unit or quantity.
For example, the thermal expansion of mercury is used to measure temperature changes. Artifact
standards are the most common and all must be calibrated periodically in terms of a higher order
(echelon) standard. Examples of artifact standards are quartz oscillators, standard resistors, gauge
blocks, etc.

5.2.3 Ratio Standards

Ratio standards are dimensionless standards used to scale various quantities and can, in principle,
be derived locally. For example, the calibration of a precision voltage divider can be done without
reference to an external standard. Sometimes, calibration services are available for certain types of
ratio apparatus. Ratio measurements are vital tools for scaling units.

5.2.4 Reference Materials

In certain situations, the accepted reference standard is a reference material (RM), certified ref-
erence material (CRM) as defined by the International Standards Organization (1SO) Guide 30-
1981(E), or a material that has been carefully characterized by NIST and sold as an SRM. Through
its use, traceability to the accepted national standards is achieved. For example, mixtures of gases
of known composition are used to calibrate systems designed to measure the composition of an
unknown gas mixture. When properly used, these materials usually calibrate the entire
measurement system and provide traceability.

5.2.5 Other Standards

There are circumstances where there are no national standards. For example, NIST does not
maintain a standard for hardness testing. To ensure uniformity, one or more agreed upon standards
have been recognized. Where more than one standard exists, they may not give the same
measurement results. To avoid ambiguity, the particular standard used must be clearly specified.
They may or might not be recognized internationally or even nationally.
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5.3 United States Standards

In the United States, NIST, formerly the National Bureau of Standards (NBS), has, by law, the
responsibility to establish, maintain, and disseminate the physical units for the nation. To meet this
responsibility NIST provides a wide range of calibration services, develops and distributes SRMs,
operates a standard reference data program, and provides measurement expertise for a wide range
of disciplines. Besides fulfilling its role of disseminating standards, NIST is very active in
developing new measurement techniques where none exist or where major improvements are
needed. Measurement service activities at NIST are coordinated by

The Office of Measurement Services
National Institute of Standards and Technology
Gaithersburg MD 20899

5.3.1 NIST Physical Measurement Services Program

The physical measurement services of NIST are designed to help those engaged in precision
measurements achieve the highest possible levels of measurement quality. There are hundreds of
services available and each class is described in NIST Calibration Services Users Guide (NIST
SP250). The general areas are dimensional measurements, mechanical measurements, ther-
modynamic quantities, optical radiation measurements, ionizing radiation measurements,
electromagnetic measurements, and time and frequency measurements. They are the highest order
of calibration service available in the U.S. by providing a direct link between clients and the
national measurement standards. NIST will only calibrate standards or specific instrumentation that
meets certain high performance standards. For general information about services contact

Calibration Program
National Institute of Standards and Technology
Gaithersburg MD 20899

NIST urges direct contact with the staff member responsible for the particular calibration area for
specific questions or problems.

5.3.2 NIST SRM Program

NIST has an extensive reference material program covering a wide range of materials sold
throughout the world. These materials are primarily SRMs certified for their chemical composition,
chemical property, or physical property, but include other reference materials. They serve three
main purposes:

(1) To help develop accurate methods of analysis;
(2) to calibrate measurement systems; and

(3) to assure the long-term adequacy and integrity of measurement quality assurance policies.
It is probable that SRMs will find use in certain life-support systems aboard future humanly-

occupied space-based platforms. Two examples are the use of one or more SRMs to monitor the
composition of a habitation atmosphere and to monitor composition of recycled water.
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NIST publishes the SRM Catalog (SP260) of available materials every two years. The current
catalog lists over 1000 materials. For further information contact

Standard Reference Materials Program
National Institute of Standards and Technology
Gaithersburg MD 20899

As part of the SRM program, many special publications are available from NIST. One in particular
is applicable to traceability (Handbook for SRM Users, NIST SP260-100, 1985).

5.3.3 NIST National Standard Reference Data Program (NSRDP)

NSRDP is a nationwide program established to compile and critically evaluate quantitative
physical science data and assure their availability to the technical community. For information
contact

Standard Reference Data Program
National Institute of Standards and Technology
Gaithersburg MD 20899

5.4  International Compatibility

Representatives of most nations have established systems of legal units based on the SI units that
may result in small differences in certain national as-maintained units. Although the differences are
small, such differences may be important to NASA’s space program, particularly in the exchange
of technology among the participating nations. The differences range from negligible for most
quantities, to significant for others. Significant differences generally occur for derived quantities
and such evolving measurement areas as millimeterwave standards. The U.S. and other nations are
constantly seeking to effect better international agreement among national standards using a wide
range of tools to ensure compatibility.

54.1 Reciprocal Recognition of National Standards

NIST has established a program to recognize the equivalency of standards between NIST and the
national standards organizations of selected other countries. For each quantity, through
experiments or careful evaluation of a participating nation’s capability, participants establish the
equivalency for their national standards. These equivalency accords are nonbinding but do provide
evidence that the national standards are equivalent. (They do not assure equivalency at lower levels
however.) In the United States, the Department of Defense accepts the accords on equivalency
while the Nuclear Regulatory Commission does not. Several agreements exist and more are being
negotiated between NIST and the national laboratories of Japan, Canada, Italy, Germany, and other
countries. The NIST Calibration Program is cataloging such agreements and should be consulted
for details.

54.2 BIPM Calibrations

The BIPM was established under the Treaty of the Meter as the international metrology laboratory.
One of its missions is to provide calibration services to signatories of the treaty. Many nations with
small central metrology laboratories use BIPM. Although these nations use BIPM, the accuracy
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and precision of their measurement systems place limits on the level of agreement to be found
between the standards of such nations and those of major industrial nations.

5.4.3 International Comparisons

Bilateral and multilateral international comparisons of national standards directly measure
differences among the participating laboratories. The BIPM is taking a very active role in orga-
nizing and managing such comparisons. International comparisons are usually important to
reciprocal agreements. Many nations, including the U.S. do many comparisons with no regard to
reciprocal agreements.

54.4 NIST Calibrations

NIST provides direct calibration services to some nations to ensure measurement compatibility.
Calibration at BIPM does not necessarily provide NIST traceability. Calibration at NIST provides
traceability to the U.S. units, but does not guarantee the results of each measurement made in the
customer’s laboratory.

5.5  Calibration Transfer Technigues

The heart of traceability is the ability to transfer units, derived quantities and other agreed-on
reference standards, with the least degradation in accuracy. Calibrations fall into two broad classes:

(1) Devices such as calibrated standards and specific values determined in terms of national
standards and

(2) Instruments or standards measured to determine if they are within assigned specified limits
of error relative to national standards.

The difference is in the way the results are reported. In the first case, a specific value is reported
and in the second, it is reported as either in or out of tolerance (specification). The minimum
information that must be supplied is illustrated by the content of a typical NIST report. Note that a
NIST report of test generally has nothing to do with calibrations. A NIST Report of Calibration
gives (1) the value of the item calibrated (2) the uncertainty of the calibration for the accepted
reference standard, and details about the overall uncertainty (3) the conditions under which the
measurements were carried out, and (4) any special information regarding the calibration. It does
not include uncertainties for effects of transport to and from the calibrating laboratory, drifts with
time, effects of environmental conditions (i.e., temperature, humidity, barometric pressure, etc.).
Sometimes these errors may be greater than the reported uncertainty of the calibration. Generally,
calibration transfer techniques are one of the following types.

55.1 Traditional Calibration

Traditionally, instruments and standards are transported to and from the calibration laboratory, by
hand or common carrier. This method is the simplest and most straight forward, but it suffers from
the weakness that the calibration is guaranteed valid only at the time and place it was carried out.
It is the user’s responsibility to assess other factors that can introduce errors into the traceability
chain. Despite the possible shortcomings, it is the easiest and still the most widely used calibration
transfer technique. Some guidelines to aid in getting the best possible calibration at the local level
are listed below:
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(1)

2)

3)

4)

5.5.2

Pay close attention to the total transportation process, including packing, mode of
transport, time in transit, and the carrier. Manufacturers and the calibration laboratories can
frequently help to minimize transport effects.

Always calibrate standards to be sent to the calibrating laboratory with the remaining (at
home) standards before and after transport. A significant change shows potential problems;
a small or no change shows that the transport process has not affected the item.

Understand the effect of environment on the item and evaluate any effects if the local
environment differs significantly from the one in which the item was calibrated. The
environment 1s that of the physical location of the item, and not the room. A digital
voltmeter may be housed in a confined space and be at a temperature significantly different
from the general environment. A thorough understanding of the equipment and standards is
critical to minimizing environmentally induced errors.

Artifact-based instruments and standards are not absolutely stable with time and, therefore,
must be recalibrated periodically by the strategies discussed in Section 6.

Measurement Assurance Program (MAP) Transfers

The concept of the MAP was developed by NIST in the 1970s. In its simplest form, a MAP is a
calibration technique in which the calibrating laboratory calibrates its client’s measurement process
instead of the client’s standard.

A MAP is to metrology what quality control or assurance is to manufacturing. Sound measurement
assurance programs at all levels in the calibration chain are essential to traceability. A MAP does
two things

(1) Ties a single measurement to a reference base, and

(2) Establishes the uncertainty of a measured value relative to this reference base.

Well-designed and implemented MAPs are critical for ensuring long-term, high-level performance
of on-board and ground-based space application systems.

Most MAPs are carried out at the calibration laboratory level, but some, including
critical day-to-day operational measurements, could be adapted for use throughout
the total system.

Much has been written about MAPs, but the reader should become familiar with two publications:
one by Belanger and the other by Croarkin. The first is an overview of MAP programs for
calibration laboratories, and the second is an excellent tutorial on MAP methodology. Much of the
material in both is applicable to MAPs at all levels.

All MAPs have two distinct parts:

(1) Transfer of the unit or quantity to a given laboratory or system. This is the calibration

process, and it sets the lowest limit of the uncertainty for the process.

(2) The day-to-day measurement process used to monitor the local process including standards

and instruments between external calibrations. Note that when an artifact is externally

Section 5 — MEASUREMENT TRACEABILITY 80



calibrated, the user assumes its value is constant (or predictable), unless there is evidence
to the contrary. Therefore, the internal actions taken between calibrations to monitor the
local process and provide evidence are as important as the calibration itself.

The first, the calibration model, describes the relationship among reference standards, unknowns,
instrumentation, and the operating environment. For each calibration process, there is a unique
model. The second is the statistical model used for error estimation and uncertainty determination.
When this model is used in conjunction with the calibration model, various error sources can be
identified and quantified. Operationally, MAPs rely on the use of a check standard to monitor the
process continuously. By repeated measurements on the same object (a check standard), process
errors are quantified. The statistical analysis of the data leads to the estimate of the measurement
process bias uncertainty. Croarkin discusses several possible check standards.

In a MAP, the entire system used to perform a calibration, and to provide traceability from the
standards of the supporting standards laboratory, is viewed as a process. The system includes
standards, instruments, environment, procedures, personnel, and such activities as moving
standards and evaluating errors. The supporting standards laboratory and its components are also
taken into account. Two techniques are used to evaluate the process: a “blind” test of the process
output and statistical process control techniques. The former is used on a periodic basis (perhaps
yearly), while the latter is used continuously to ensure the integrity on a day-to-day basis.

The “blind” test is typically carried out using a well-characterized transport standard or precision
instrument (artifact) whose calibrated values are unknown to the process output. The artifact is
selected so that its parameters and their proven performance levels are adequate to sample the type
of measurement critical to the objectives or purpose of the measurement process. The artifact is
treated as a normal workload item by the process output, except that it may be measured
repeatedly, or used in a special pattern of measurements designed to determine the process
precision and improve the accuracy of measurement of the process offset(s). The artifact is
characterized before and after this sampling process by the supporting laboratory. All data from
both laboratories are used to determine the errors (offsets) of the process output and their
characteristic statistical properties. This approach has been used as (1) a quality control check on a
measurement process (2) a tool to identify and correct measurement problems, and (3) a way to
achieve traceability where very low uncertainties or very high confidence levels are required of the
process.

When used alone, this technique suffers from the same weakness as that found in periodic in-
strument calibration; i.e., it cannot determine exactly when, between samples, a measurement
process has gone out of control (when the measurement errors exceed the process requirement).
However, when it is complemented with the application of statistical process control techniques, a
full measurement (quality) assurance policy results and nearly eliminates any likelihood that a poor
product (bad measurements) can get out.

Typically, the way a measurement assurance policy is carried out is through the use of a “check”
standard. This is an instrument or device similar to and, if possible, of higher quality than, the
items being measured by the process. The measurements made on the check standard do not need
to be as complete as those made on the process output, but the same measurements must be made
repeatedly. The frequency is determined by the stability of the system, the statistical characteristics
of the data, and the process requirements on a statistical basis.
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NIST offers a number of MAP services (see NIST SP250) that serve as “blind” sampling for cali-
bration processes. NIST requires that participants in NIST MAPs demonstrate that their measuring
process is in a state of statistical control between transfers.

55.3 Regional Measurement Assurance Program (RMAP)
Transfers

RMAPs or group MAPs are an outgrowth of the NIST MAP program. Instead of one laboratory
interacting unilaterally with NIST, several establish a program in which one or more transport
standards are circulated among participants to measure differences among laboratories. During the
interchange period, NIST provides a MAP service with one of the participants. From this set of
measurements, the measurement processes of all laboratories are evaluated and traceability is
achieved. For a well-planned RMAP, the extra step adds a very small increment to the overall
uncertainty. RMAPs can be used to ensure close agreement among any group of facilities.

55.4 Round Robins

Round robins are an audit tool to identify systematic differences and estimate measurement
capability among the participants. Well-devised round robins provide realistic traceability by
directly assessing the capability of a number of laboratories. Most round robins are based on a
technique developed by Youden.

For example, one laboratory may serve as the pivot by circulating well-characterized artifacts
among the participants and analyzing the round robin results. (Usually two artifacts are used. With
one, the analysis is more difficult and not as much information is obtained.) Each artifact is
measured by each participant, and all results are then analyzed. The two artifacts do not need to be
identical, but they must evaluate the same measuring process. The round robin done by the
Kennedy Space Center for voltage, at the 10 V level, illustrates the idea.

EXAMPLE—10 V ROUND ROBIN

Two 10 volt solid-state references were circulated among the participating laboratories. They were
measured by each participant with the participant’s as-maintained unit of voltage and measuring
processes. For each participant, the measured value of one standard was plotted as a function of the
other, as shown in Figure 5.3. Interpretation is straightforward. If the points had been distributed in
the four quadrants in a random or a shotgun-like pattern, the experimental errors would have been
random and much greater than the systematic errors. Here, the points are along a straight line
showing systematic differences among laboratories. Furthermore, because of the closeness of each
point to the line, the bias uncertainty for each set of measurements is small. From these data, one
concludes that there are systematic biases in the measuring processes among the participants. NIST

disseminates the unit at the 10 V level to better than 1 x 10-0. It is possible to maintain the local

unit to an uncertainty of about 1 x 10-6 using MAP techniques (the circle in the center). If one
laboratory were known to be correct, then the offset of the others could easily be estimated. Here,
the pivot laboratory was known to be in very close agreement with NIST, and the three points at
0,0 are for that laboratory since it served as the reference.
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FIGURE 5.3 — A YOUDEN PLOT FOR A 10 V ROUND ROBIN.

A total of 11 laboratories participated with one serving as the pivot, or control. The points indicate
the difference between the pivot laboratory (3 points near 0) and the participating laboratory. The

circle has a radius of 1 x 10-6 that indicates the potential capability of the laboratories. Note that
only three laboratories fall within the circle (Pivot lab excluded).

The degree of closeness to the line is an indicator of individual internal precision, while scatter
along the line indicates systematic effects between laboratories.

55.5 Intrinsic Standards

An intrinsic standard is a calibration transfer standard because it reproduces a unit locally without
recourse to NIST. It is, however, important that the methodology used in the use of such a standard
be fully evaluated and verified by comparison with NIST or a similar laboratory. For example,
though the temperature scale can be realized by fixed points and a platinum resistance
thermometer, the methodology should be independently verified.

55.6 SMPC Methods Transfers

If calibrations are done on a diverse workload base whose measurable attributes derive their values
from independently traceable sources, then transfer of accuracy can take place from the workload
to the calibrator. This “consensus traceability” is possible with statistical process control methods
described in Section 6 and Appendix D. Moreover, if the measured quantities include known
terrestrial or astronomical references, the SMPC methods enable a transference of accuracy from
these references to orbital or space-based platforms.

5.6  Calibration Methods and Techniques

The methodology for making measurements is crucial to traceability and the decision making
process. It calls for the integrated understanding and application of the following major elements:

o  The physical laws and concepts underlying the total measuring process

. Reference standards
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o  Control and understanding of environmental effects (including operators or technicians) on
the measurement process

« Data reduction and analysis

o  Error estimation and analysis.

Calibration techniques vary depending on the category of equipment being calibrated. All mea-
surements are the comparison of an unknown to a known and calibrations are no exception.
Categories are

« Reference standards
o  Test and measurement equipment (TME)

o  Systems.

56.1 Calibration of Reference Standards

Most reference standards are fixed. They are usually an artifact that is the representation of a unit
at a single point. Examples are gauge blocks, standard lamps, and standard resistors. Although
chiefly used at the highest accuracy levels, reference standards are among the easiest to calibrate.
Often for a specific quantity, there are several standards covering a wide range of values. Standards
are usually calibrated by comparing them to one or more known standards of the same approximate
magnitude. These comparisons or calibrations are made by either measuring differences (A)
between the standard(s) and the unknowns (X)

A=X -S (5.4)
or ratios (K)
K :% . (5.5)

In either case, the value of the standard must be independently determined, or known, to calculate
X. Since the two objects differ only slightly, the instrumentation need only cover the range of the
maximum expected difference (ratio). For example, a 10 V solid-state voltage standard is
calibrated by measuring the difference to 1 £V (0.1 ppm) between the standard and the unknown
using a DVM. If the largest measured difference is 100 ppm, then the range of the DVM need only
be £1000 4V and the resolution only =1 #V. The accuracy required of the DVM is only 1 part in
1000 or 0.1 percent, well within the capability of today’s high-accuracy DVMs.

The product of most standards calibrations is a correction figure or a value. Standards are rarely
adjusted to be within fixed bounds. Generally, corrections are made to the nominal value of the
standard for its calibrated value, temperature, pressure, and perhaps other influence factors, to
obtain a value to be used with the standard to perform calibrations.

5.6.2 Calibration of TME

TME is the link between the world of calibration and the end-user; it is the major workload of the
calibration laboratory. TME can be as simple as a hand-held meter or as complex as an automated
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test stand that measures many parameters. Although many calibration techniques used are similar
to those used for standards calibration, there are significant differences, as described below:

« TME is generally calibrated to a specified accuracy, usually the manufacturer’s specified

accuracy over its operating range or ranges. For many newer microprocessor-based
instruments, it is possible to store corrections that are applied automatically to individual
readings. More and more instruments take advantage of software corrections to enhance
instrument performance.

«  The instrument is calibrated on each range at a sufficient number of points (including zero)
to determine the required performance parameters.

o  Corrections are seldom supplied unless requested by the user.

«  Minor adjustments may be made to bring indicated reading of the instrument into better
agreement with the correct or “true” value. Major out-of-tolerance conditions usually need

repair by a competent repair facility.

«  Good practice requires that the calibrating facility maintain records and report to the
customer the as-found and as-left conditions of instruments.

5.6.3  Calibration of Systems

Equipment used to make operational measurements is the reference standard for that measurement
process. The measurements are used to make decisions based on the indication of the instrument
(not the “true” value). For TME, the equipment is calibrated to the manufacturer’s specifications.
Broadly speaking, a single piece of measuring equipment might consist of a sensor and a data
acquisition system, as illustrated in Figure 5.4.

DATA ACQUISITION
<@——— SENSOR ———p»|  |@— SYSTEM —

SENSE CONVERT TO QUANTIFY SUFéI;I:l:T;—ETE
MEASURAND —p» . SUBSTITUTE L - SUBSTITUTE . > QUANTIFIED
MEASURAND PARAMETER PARAMETER Pﬁ/lFl{EAAI\gE-II;ZiT\I go MEASURAND

FIGURE 5.4 — INDIRECT MEASUREMENT OF PHYSICAL VARIABLE.

The sensor senses the quantity to be measured (the measurand) and converts it to a substitute
parameter (usually electrical). The substitute parameter is then transmitted to the data acquisition
system where it is quantified and related to the original parameter being measured. Also, there are
several subelements, such as signal conditioners, transmission lines, connectors, etc. There is no
single strategy to calibrate such a system. Two strategies, neither of which is well suited to every
case, are

(1) Calibration of each operating entity individually; a process that may mean partial dis-
assembly of the system. This method may overlook certain sources of error that might
adversely affect the overall system calibration (for example, interaction between sub-
systems).
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(2) Calibration as a system using suitable standards. While in some ways this is the simplest
approach, it does not necessarily identify the source of any out-of-tolerance subsystems.
For cases where the measurand is a physical quantity that has no reasonable substitute
measurand (a flowing gas at a known temperature, for example), system calibration is not
practical.

To further compound the problem, complex test systems and measurement systems designed to
measure many parameters often provide control based on the results of some function thereof.
There is a real possibility that there will be interactions among the various elements in the system.
To calibrate such a system totally may be nearly impossible because of the interactions. For
example, some high-accuracy digital voltmeters measuring a dc voltage may be affected by ac
signals coupled to the dc path where ac signals are a part of the total measuring system. The size of
the resulting error depends on the instrument, the magnitude of the coupled ac current, and its
frequency. (Usually, the effect on the measured dc voltage is proportional to the square of the ac
current.) A nonexhaustive list of the major categories of error sources includes

o  Measurand-sensor interface errors

«  Sensor conversion errors

«  Signal conditioning errors

« Transmission from sensor to data acquisition system errors
o Data acquisition system errors

o  Algorithm errors (both sensor and data acquisition system)
o  Software errors

e Operator and operational/procedural errors.

The most effective action to ensure the long-term calibration of any system is to address the
calibration and maintenance problems early in the design phase. One approach is to integrate
reference standards and associated calibration means into the system with sound calibration
techniques. Such a system only requires that the internal standards be routinely calibrated.

5.6.4  Calibration Using SRMs

Reference materials are used to calibrate complete measuring systems that are used to measure the
concentration of particular substances in a mixture—particularly in the fields of chemistry and
medicine. These materials are applied to the input of the measuring system and the output
observed. The result is the direct measurement of any instrumental offset that can be used as a
correction to routine measurements of the quantity of interest. This direct calibration method and
may have only a limited range, thereby requiring reference materials containing various amounts of
the substance of interest. For example, pH standards (Sums) are used to calibrate or verify a pH
meter.

5.6.5  Scaling

Real-world measurements of a quantity may be made over many decades, and the measurements
should be traceable to national standards. National laboratories, including NIST, cannot provide
calibration services for all possible multiples and submultiples. However, suitable standards and

Section 5 — MEASUREMENT TRACEABILITY 86



methodology for realizing submultiples and multiples of most units can be readily available at the
local level. The two principal methods for scaling are the additive and ratio techniques.

5.6.5.1 Additive Scaling

As the name implies, additive scaling is the process of calibrating multiples or submultiples of the
reference standard using only the mathematical operations of addition and subtraction. Additive
scaling requires that the sum of the parts be equal to the whole. Not all standards are truly additive.
For example, two 10.00000 Q resistance standards connected in series are not equal to 20.00000 QQ
because of lead and contact resistances. Mass calibrations, on the other hand, are an example of an
additive scaling process. Starting with the kilogram, larger and smaller mass standards are
calibrated by comparing multiple mass standards (weights) with single standards of equivalent
mass using sound experimental designs and a suitable 1:1 comparator (a balance). Another
important example of using additivity is that of the dead weight gauge used to calibrate pressure
transducers. Different pressures are developed in the system by changing the weights.

5.6.5.2 Ratio Scaling

Multiplication and division are used to scale by ratio. The precise mechanism used depends on the
particular measurement discipline. Ratio is a dimensionless quantity that can be independently
established to a high degree of accuracy—it finds wide use in many disciplines, particularly in
electrical measurements. Resistance measurements are made by using a bridge as the ratio scaling
device. To avoid the effect of lead resistance, resistors are scaled with precisely known resistance
ratios in such a way that no current flows by defining leads and contacts. The resistance ratios are
embodied in special circuits that may be calibrated using additive techniques.

5.6.5.3 Scaling Using Defined Fixed Points

The temperature scale is defined with (1) certain intrinsic standards known as defined fixed points
(2) interpolating devices (transducers), and (3) the defined mathematical relationship relating the
property measured to the thermodynamic temperature. Several interpolating devices are needed to
cover the complete range of temperatures, but for space applications, the platinum resistance
thermometer (PRT) is the most important. By measuring the resistance at selected fixed points and
using the defined mathematical relationship between resistance and thermodynamic temperature,
the temperature scale from about —259 to 960 °C is realized. The PRT can then be used to measure
temperature or calibrate other temperature transducers by direct compensation.

5.7  Calibration Traceability vs. Error Propagation

Measurement errors happen at every link in a chain of measurements, from the realization of a
measurement unit to the final measurement result. Also, standards and instruments are subject to
errors arising from transportation, drift with time, use and abuse, subtle component changes,
environmental effects, and other sources. At each link, the errors must be estimated, combined, and
unambiguously communicated to the next link (level). The parameter used to disseminate
information about measurement errors is the measurement uncertainty. This section addresses the
issue of errors, their estimation, combination, and propagation in the TME calibration chain. More
discussion from the instrument designer’s perspective is given in Section 4. The effect of
uncertainty on calibration interval is discussed in Section 6. The quality of the measurement
uncertainty estimate plays major roles in both traceability and calibration intervals.
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5.7.1 Evaluation of the Process Uncertainty

At each calibration level, the steps necessary for the reliable evaluation of the process uncertainty
are discussed below. A stable measurement process is a prerequisite to estimating the measurement
uncertainty.

STEP 1 — All sources of error must be identified and classified according to type
(bias or precision) .

Identification is done by attentive and thorough analysis of the physical principles and concepts
underlying the particular measurement and augmented by auxillary experiments and data. In
addition to the basic methodology, one must consider secondary effects that can affect the
measurement. For example, low-level voltage measurements are sensitive to thermally generated
emfs caused by temperature differences within the measuring circuit.

STEP 2 — Individual or groups of errors must be quantified.

Bias and precision errors are estimated differently but must be expressed so that, they can be
combined to convey the total uncertainty and its composition in a meaningful way to the user. The
errors must be stated at the same confidence levels.’

Bias (systematic) uncertainties cannot be directly estimated. Instead, they are estimated using
sound engineering judgment and ancillary experiments. The bounds of each bias error is estimated
through an understanding of the physical laws and concepts underlying the measurement and an
analysis of the actual process. They are usually combined using Eq. (4.4), which is based upon the
underlying assumptions expressed in Section 4.4.3, to get the total bias uncertainty (BT).
Estimating each error is a judgment call. A conservative practice is to estimate bias error as the
“maximum’” possible bias. The problem is that “maximum” is subjective. What does “maximum”
mean? Present-day thinking is that bias uncertainties are expressed at either the 99.994% (40) or

99.73% (3 o) confidence level. That is, the chance that the estimated bias uncertainty will exceed
that stated is 6 in 100,000 for the first and 270 in 100,000 for the latter. The confidence level may
be arbitrarily chosen, but in any error analysis the chosen level must be stated.

Precision (random) uncertainties are estimated by replication of measurements and ancillary
experiments. They can be estimated individually and combined through Eq. (4.5), or by the
application of SMPC to yield an overall estimate of o,. The SMPC method is preferred for several

reasons:

(I) It directly estimates o, from operational data from the measuring process.

7" To be consistent with Section 4, owill be used throughout. All references to ocan be replaced with s for small or

medium-sized data sets. Since this section deals primarily with the calibration chain, which usually has extensive data at each
link, o is more applicable.
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(2) Because it is operational and ongoing, o, provides continuous information about the
process.

(3) It can provide information on the day-to-day and long-term performance of the process
(detect process changes).

(4) The day-to-day process variations that would otherwise be systematic are randomized.

STEP 3 — Bias and precision uncertainties are combined to estimate the process
sigma (o, . Calculate the total uncertainty using a suitable multiplier:

U:KO't

There are several methods that can be used to combine precision and bias errors, one of which is
given in Eq. (4.6a), that is

which is a special case of the equation given in “Step 3” above. Here, the multiplier K is t, the

Student T statistic at the confidence interval a. Equation (4.6a) also assumes that the bias errors are
estimated at the same probability level. For a well-characterized measurement process with a large
data base, the statistic simply becomes that gotten from the normal distribution. This is usually the
case for most calibration processes. Typical multipliers in metrology are 2 and 3, which correspond
to oo equal to the 95.45% and 99.73% confidence levels for a large number of degrees of freedom.
Within the metrology community, both nationally and internationally, there are efforts proceeding
to develop methods for expressing uncertainty.

STEP 4 — The measurement process and uncertainty estimates must be docu-
mented and unambiguously communicated to the user.

At the least, the documentation must include the following:
(1) A statement of the combined uncertainty of the measurement.
(2) The confidence level to which the uncertainty is estimated.

(3) The interval over which the uncertainty and confidence level apply.

5.7.2 Propagation of Uncertainty in the Calibration Chain

Errors made at higher levels are propagated to the next level. Since the true error cannot be
measured directly, the uncertainty is the tool by which error estimates are transferred down the
chain.

All uncertainties propagated from a higher level are taken as bias at the current
level.
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This is true for both precision and bias errors. Therefore, it is essential that the estimate of the
uncertainty be a valid reflection of the measurement process.

Note that this is not true in the BIPM recommendations. A different approach is recommended by
the Comité International des Poids et Measures (Recommendation 1 [CI-1981], Metrologia 18
[1982], page 44). The expression of the uncertainty of measurement in calibrations does not
contain bias (systematic) errors. Uncertainty values are calculated after corrections have been made
for all known bias errors. Thus, calibration certificates which are in accordance with BIPM
procedures state only precision (random) uncertainty values.

5.8  Calibration Adjustment Strategies

Calibration assumes the object being calibrated, and hence, the quantity that it represents, changes.
A well-designed process will choose the calibration interval and methodology so that changes will
have only a negligible effect on operational measurements. When an adjustment is needed,
depending on the object, three possible actions can be taken. First, a known correction can be
applied to the results of all observations. Second, the object can be physically adjusted to bring its
values to within certain specified limits. Last, many microprocessor-based instruments can store
software corrections in nonvolatile memory and automatically apply them to each measurement.

58.1 Reference Standards

Reference standards are usually fixed. The calibration process yields the current value that is used
with corrections for influence factors to calibrate other items. Predictions of the sign and
magnitude of the drift with time should be obtained based on the calibration history of the ref-
erence standard and used to predict the present value. Adjustments are rarely made to reference
standards, thus the adjustment strategy is: “Do not adjust, but monitor drift.”

5.8.2 Direct Reading Apparatus

TME and most other instruments are designed for direct reading. That is, the indicated value is
assumed to be correct to within a specified tolerance. When a calibration shows the value to be out
of tolerance, one of the following actions must be taken:

(1) The instrument or system can be adjusted to bring it into specification either locally or by a
qualified service center. When adjusting an instrument to bring it into specifications, it is
important to make certain that the adjustment is within the operating adjustment band
specified for the instrument.

(2) Many instruments can store corrections in nonvolatile memory. In use, the instrument logic
handles proper application of the correction to display the correct value. Procedures for
using such features must be unambiguous. Several measurements should be taken after
calibration to ensure that corrections were properly installed.

(3) For systems having computing capability, the corrections can be applied during the data-
processing phase.

(4) The calibrating laboratory must notify the user when a calibration shows a value to be out
of tolerance as found.
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Adjustments can be harmful if a software correction is too large. In such a case, the instrument may
be out of its design envelope. All software-applied corrections must include limits to ensure that
the correction is within design limits.

Three strategies for adjustment of indicated reading to the center of the tolerance band are currently
being used in calibration laboratories:

(1) Adjust at each calibration to the center of the tolerance band.

(2) Adjust to the center of the tolerance band only when the indicated reading exceeds a
specified percentage of the tolerance limit, such as 70% of tolerance limit.

(3) Adjust to the center of the tolerance band only when the indicated reading exceeds the
tolerance limit.

The policy for adjusting TME during the calibration process and the adjustment
action taken must be documented and available for analysis of calibration interval.

5.9 Software Issues

No other technogical artifact is changed as often as software. When some new functionality is
needed, one perceives that software can easily be changed to fit this need, but anyone who has
written and debugged software realizes that interactions can be extremely complex.

Software-influenced elements of the measurement chain act as black boxes, greatly simplifying
design and use, and misuse, of measurement systems. With some effort, one can ascertain
measurement quality for each link of the measurement chain through analyses of the standards and
techniques used, data results, and decision-making processes. Often, one neglects the application of
these analyses to the software “black box.” The software-driven computational and control power
present in contemporary data acquisition systems implicitly claims achievement of superior
accuracy when it might be only apparent precision. There is a tendency to be lulled by this
tempting and superficial simplification of the measurement process. An understanding of the
software is a vital element of the measurement traceability process.

Metrology software guidelines are primarily formulated to improve the reliability of metrology
operations and secondarily to reduce the cost of maintaining metrology systems. As helpful as
these guidelines are, managers, engineers, and technicians involved with metrology operations
should be persuaded to use them. Acceptance is an evolutionary process achieved by education at
all levels. Therefore, the first set of guidelines should be minimal with plans to continue to more
extensive guidelines over time.

59.1  Software Documentation
The minimal set of documentation for metrology software has the following sections:

. Software Requirements — Description of what the software is supposed to do.

« Software Architecture Design — Gives a high-level picture of how the system is put to-
gether and serves as a “road map” for the source code.
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. Software Version Description — Contains commented source code and is the real de-
tailed description of how the software works.

« Software Testing — Provides a set of test cases and procedures to prove that the system

satisfies the requirements and continues to satisfy the requirements when changes are
made.

« Software User’'s Guide — Tells the new or unskilled user how to run the system and
describes error indications and recovery procedures.

For a small system, these sections will easily fit into a single binder, although to simplify revision,
the sections may be considered separate documents.

5.9.2 Software Configuration Management

Configuration management is a critical but often neglected function in small installations and
projects.

When a change is made to metrology-related software and the new version exe-
cutes the set of controlled test cases in an acceptable manner, and is formally
approved, a version package should be placed in a secure controlled environment
and obsolete versions removed from service. Secure copies of the obsolete version
should be retained until they are of no known value. This is essential to maintain
measurement traceability.

The version package should include the following as a minimum: source code, object code, and test
results. If requirements have been changed, or the user interface has changed, revisions to the
requirements document and user’s manual should be included.

A reliability performance goal can be set to determine when changes should be allowed and how
large a change should be permitted. For instance, a freeze on all changes not related to debugging
can be imposed when the failure intensity rises above the performance

5.9.3 Software Standards

The development and maintenance of metrology software are a special case of software devel-
opment and maintenance. Therefore, standards for metrology software should be selected and
tailored from the general NASA software standards to take advantage of the expertise and effort
that have gone into these standards. In particular, the Data Item Descriptions (DIDs) supporting
NASA “Information System Life-Cycle and Documentation Standards” should be tailored to
provide appropriate guidelines for documents and procedures. The DIDs for this standard are
prepared in a tree structure so that sections in higher level DIDs are expanded by lower level DIDs
for use by larger, more complicated projects. For metrology software, only the top one or two
levels of DIDs need to be considered, and these should be tailored to provide proper guidelines.
The following list of DIDs is suggested as a basis for tailoring:

SMAP-DID-P200-SW  Software Requirements
SMAP-DID-P310-SW  Software Architectural Design
SMAP-DID-A200 Testing
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SMAP-DID-P400 Version Description
SMAP-DID-P500 User’s Guide
SMAP-DID-M920 Configuration Management

Although the proposed package of DIDs looks imposing, it probably would only total about fifteen

pages if it were reformatted into a single document and edited to exclude deleted and redundant
material.
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6. CALIBRATION INTERVALS

6.1 General
6.1.1 Purpose

Concepts, principles and methods for the establishment and adjustment of intervals between
calibration for TME and standards are discussed in this section. The material presented has a
twofold purpose. For ground testing or measuring applications, the material is intended to guide
NASA agencies and contractors in selecting or designing calibration recall systems. For space-
based testing or measuring applications, the material is intended to provide alternatives to periodic
TME recalibration and to indicate factors to be considered in designing systems for extended
periods of use without recalibration or testing.

6.1.2 Scope

General information for establishing and adjusting calibration intervals is presented in this section.
Section 6.2 1s devoted to management considerations, and Section 6.3 discusses technical details of
the calibration interval problem. The SMPC methodology as an alternative or supplement to
periodic TME recalibration is discussed in Section 6.4. Concepts relevant to the technical
management of calibration SMPC system design and development projects are also given in
Section 6.4. Technical specialists should read Appendices B and D.

6.1.3 Background

The establishment and adjustment of calibration intervals are activities that often drive test and
calibration support infrastructure managers to distraction. For most organizations, personnel are not
conversant with this highly specialized and often misunderstood subject. Nevertheless, the task of
developing calibration recall systems ordinarily falls to individuals with minimal background. This
usually means “‘starting from square one,” only to discover after extensive effort that the ensuing
systems fail to achieve desired objectives and/or are unacceptable to auditors from customer
organizations.

The reasons for this are varied. First, the problem is complicated by the fact that calibration is
concerned with so many different types of equipment, e.g., electrical, electronic, microwave,
physical, radiometric, etc. Second, each organization requiring calibration of TME and standards is
confronted with its own unique minimum reliability requirements, failure definitions, cost
constraints and testing procedures, as determined by the product to be provided and by the
individual customer’s application requirements. Third, it is often difficult to ascertain precisely
what the goals of a calibration interval establishment and adjustment methodology should be. This
is due in part to seemingly conflicting objectives that typically accompany product quality
assurance. Generally, these objectives are

o  The customer’s requirement for accurate, high-performance, high-quality products

o  The producer’s requirement for a high probability of product acceptance

«  The requirement for minimizing test and calibration costs, a requirement usually associated
with the producer, but often of concern to both producer and customer.
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Although satisfying all three requirements is often difficult, methods and techniques have emerged
for establishing and adjusting calibration intervals that promote meeting both product assurance
and cost control objectives.

6.1.4 Basic Concepts

To appreciate the need for maintaining calibration intervals and motivate the methodologies
necessary for their determination and adjustment, it is worthwhile to review several basic ideas.
First, it is important to keep in mind that test and calibration infrastructures are established to
ensure that end-items, such as communication equipment, navigation systems, attitude control
systems, etc., perform as intended. Performance of such systems can be related to the various
measurable attributes that characterize them. For example, the ability of a microwave
communication system to receive a weak signal is a function of its antenna gain (as well as other
parameters). Hence, antenna gain is a measurable attribute by which communication system
performance can be quantified. In this section, it is assumed that end-items will not perform as
intended unless the values of their various measurable attributes are maintained within definable
limits. Providing assurance that these limits are maintained is the primary motivation for testing
and calibration.

The extent to which the value of a parameter of a given item of TME can be known at calibration is
determined by a number of variables. These include the uncertainty of the calibrating equipment,
the precision with which measurements can be made, the stability of the measurement process, the
skill of the person performing the calibration, etc. Immediately following calibration, knowledge of
a parameter’s value is constrained to a range of values that can be fairly well-specified. After a
time, however, this range becomes less well defined. Because of inherent random processes and the
diversity of usage and environmental stresses, parameter values tend to vary randomly. This
random variation spreads the distribution of parameter values from their “starting” values at time
of calibration (defined as BOP in Section 5). As time passes, the spread of parameter values
increases. Thus the uncertainty surrounding the value of each calibrated parameter grows as time
elapses since calibration.

X(t) Upper Uncertainty Limit

N

Parameter

X(t) = a + bt
Value

Lower Uncertainty Limit

y/

Time Since Calibration

FIGURE 6.1 — PARAMETER UNCERTAINTY GROWTH.
Knowledge of the value of a calibrated parameter becomes less certain as time elapses since
calibration. The case shown depicts a parameter whose value is known to drift linearly with time.
The increased spreading of the upper and lower uncertainty curves is typical for this kind of time
dependence.
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TME and standards are calibrated at periodic intervals to limit the growth of
measurement uncertainty to acceptable limits. The calibration interval is de-
termined from considerations of whether the expected level of uncertainty growth
has exceeded these limits.

It should be noted that in many organizations acceptable uncertainty limits are subjectively arrived
at. In organizations concerned primarily with ensuring measurement integrity, such as high-level
standards laboratories, such subjective determinations tend to be conservative: i.e., they tend to
lead to intervals between calibrations that are often shorter than may be economically justifiable.
Conversely, in organizations that are concerned primarily with economics rather than with
measurement integrity, intervals between calibrations often tend to be longer than that which is
justifiable for prudent measurement uncertainty control.
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FIGURE 6.2 — MEASUREMENT UNCERTAINTY GROWTH.
Growth in uncertainty is shown for the parameter of Figure 6.1. The confidence in our knowledge of
the parameter’s value diminishes as time since calibration elapses. This confidence is indicated by
the bell-shaped distribution curves for times t; >t, >t,. The wider the spread of the curve, the

greater the uncertainty in the parameter value. The shaded areas represent the probability for
parameter out-of-tolerance. This probability increases as time elapsed since calibration increases.

This section describes approaches for determining intervals between calibrations that are
commensurate with both cost constraints and measurement integrity requirements.

6.2 Management Considerations

Certain management concepts relevant to the implementation and operation of TME calibration
recall systems are discussed here. The concepts presented relate to designing, developing and
maintaining a capability to establish optimal intervals between TME calibrations.
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6.2.1 Establishing the Need for Calibration Interval Analysis
Systems

TME employed to verify the uncertainty of measurement processes require calibration to ensure
that their verifying attributes are performing within appropriate accuracy specifications. Since the
uncertainties in the values of such attributes tend to grow with time since last calibrated, such TME
require periodic recalibration. For cost-effective operation, intervals between recalibrations should
be optimized to achieve a balance between operational support costs and the TME accuracy
requirements.

Different TME designs exhibit different rates of uncertainty growth. In addition, uncertainty
growth rates are influenced by different conditions of usage and environment. Consequently, not
all optimal TME recalibration intervals are alike. If recalibration is to be optimized, therefore, a
unique interval is needed for each TME model employed under each specified set of usage and
environmental conditions. Establishing such intervals requires the application of advanced
calibration interval analysis methods.

6.2.2 Measurement Reliability Targets

TME are calibrated at periodic intervals to hold the growth of measurement uncertainty to within
acceptable limits. In so doing, the prolonged use of out-of-tolerance TME is prevented and the
validity of TME calibrations, tests, or other verifications are enhanced.

As Figure 6.2 shows, as the uncertainty in the value of a TME parameter grows, the probability
that the parameter will be found in-tolerance decreases. Controlling uncertainty growth to within
an acceptable maximum is, therefore, equivalent to controlling in-tolerance probability to an
acceptable minimum. This acceptable minimum is referred to as the measurement reliability (or
percent in-tolerance).

What constitutes an appropriate measurement reliability target is determined by the requirements
for calibration accuracy. Measurement reliability targets are usually referenced to the end of the
calibration interval (EOP targets) or to a value averaged over the duration of the calibration interval
(AOP targets).

6.2.3  Calibration Interval Objectives

The immediate objective of calibration interval analysis systems is the estab-
lishment of calibration intervals which ensure that appropriate measurement
reliability targets are met.

A goal of any calibration interval analysis system should be that the cost per interval is held to a
minimum. This requirement, when coupled with the requirement for meeting measurement
reliability targets, leads to the following objectives of effective calibration interval analysis sys-
tems:

«  Establishment of appropriate measurement reliability targets

o  Establishment or adjustment of intervals to meet reliability targets
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o  Employment of algorithms and methods that arrive at the correct intervals in the shortest
possible time

. Calibration intervals determined with a minimum of human intervention and manual labor.

Since the early 1960s experience with alternative approaches has shown that these objectives can
be accomplished by employing the statistical calibration interval analysis methodologies described
in this Section and in Appendix B.

In addition to these objectives, calibration interval analysis systems should permit easy and
expedient implementation of analysis results. The results should be comprehensive, informative
and unambiguous. Mechanisms should be in place to either couple the analysis results directly to
an associated equipment control system or to transfer information to the equipment control system
with a minimum of restatement or translation.

6.2.4 Potential Spin-offs
Because of the nature of the data being processed and the kinds of analyses being performed,

calibration interval analysis systems are inherently capable of providing “spin-offs.”

One potential spin-off is the identification of TME with exceptionally high or low uncertainty
growth rates (“dogs” or “gems,” respectively). As will be discussed in Section 6.3, dogs and gems
can be identified by TME serial-number and by manufacturer and model. Identifying serial number
dogs helps weed out poor performers; identifying serial-number gems helps in selecting items to be
used as check standards. Model-number dog and gem identification can assist in making
procurement decisions.

Other potential spin-offs include the potential to:

«  Provide visibility of trends in uncertainty growth rate or calibration interval
o Identify users associated with exceptionally high incidence of out-of-tolerance or repair

« Project test and calibration workload changes to be anticipated as a result of calibration
interval changes

o Identify calibration or test technicians who generate unusual data patterns.

Calibration interval analysis systems also offer some unique possibilities as po-
tential testbeds for evaluating alternative reliability targets, adjustment policies,
and equipment tolerance limits in terms of their impact on calibration workloads.

6.2.5 Calibration Interval Elements

Implementing the capability for calibration interval analysis within an organization can have an
impact on facilities, equipment, procedures, and personnel. To assist in evaluating this impact,
several of the more predominant elements related to calibration interval analysis system design,
development, and maintenance are described below. These elements include

Section 6 — CALIBRATION INTERVALS 99



« Data collection and storage

« Reliability modeling

o  Statistical analysis of calibration results
«  Engineering analysis

o Logistics analysis

o  Cost/benefits

o  Personnel requirements

o  Training and communications.

6.2.5.1 Data Collection and Storage

Calibration history data are required to infer the time dependence of TME uncertainty growth
processes. These data must be complete, homogeneous, comprehensive, and accurate.

Completeness — Data are complete when no calibration actions are missing. Completeness is
assured by recording and storing all calibration results.

Homogeneity — Data are homogeneous when all calibrations on a homogeneous equipment
grouping (e.g., manufacturer/model) are performed to the same tolerances using the same
procedure.

Comprehensiveness — Data are comprehensive when “condition received” (condition as re-
ceived for calibration), “action taken” (correction, adjustment, repair, etc., executed during
calibration), and “condition released” (condition as deployed following calibration) are unam-
biguously specified for each calibration. Date calibrated, date released, serial or other individual ID
number, model number, and standardized noun nomenclature are also required for
comprehensiveness. For detection of facility and technician outliers, the calibrating facility
designation and the technician identity should be recorded and stored for each calibration. Finally,
if intervals are to be analyzed by parameter, the procedural step identification number is a required
data element.

Accuracy — Data are accurate when they reflect the actual perceived condition of equipment as
received for calibration, the actual servicing actions executed, and the actual perceived condition of
equipment upon return from calibration. Data accuracy depends on calibrating personnel using data
formats properly. Often data accuracy can be enhanced by designing these formats so that
provision is made for recording all calibration results noted and all service actions taken. Instances
have been encountered where deficiencies not provided for on data input formats tend to make
their presence known in unrelated data fields. For example, stabilizing adjustments made on in-
tolerance parameters are sometimes wrongly (but intentionally) recorded as out-of-tolerances.

6.2.5.2 Reliability Modeling

Uncertainty growth processes are described in terms of mathematical reliability models. Use of
these models greatly facilitates the determination of optimal calibration intervals and the real-
ization of spin-offs already noted. Reliability modeling is described in Section 6.3 and in
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Appendix B.
6.2.5.3  Statistical Analysis of Calibration Results

Since equipment parameter drift and other fluctuations are subject to inherently random processes
and to random stresses encountered during usage, the analysis of parameter behavior requires the
application of statistical methods. Statistical methods are used to fit reliability models to
uncertainty growth data and to identify exceptional (outlier) circumstances or equipment. The
methods are described in Appendix B.

6.2.5.4 Engineering Analysis

Engineering analyses are performed to establish homogeneous TME groupings (e.g., standardized
noun nomenclatures), to provide integrity checks of statistical analysis results, and to develop
heuristic interval estimates in cases where calibration data are not sufficient for statistical analysis
(e.g., initial intervals).

6.2.5.5 Logistics Analysis

Logistics considerations must be taken into account to synchronize intervals to achievable
maintenance schedules. Interval synchronization is also required in setting intervals for TME
models, such as mainframes and plug-ins that are used together.

6.2.5.6 Costs and Benefits

Operating Costs — Obviously, higher frequencies of calibration (shorter intervals) result in
higher operational support costs. However, because of uncertainty growth, longer intervals lead to
higher probabilities of using out-of-tolerance TME for longer periods of time.

Determination of the balance between operational costs and risks associated with the use of out-of-
tolerance TME requires the application of methods described in Section 5 and Appendix C. These
methods enable optimizing calibration frequency through the determination of appropriate
measurement reliability targets.

Development and Maintenance Costs — Cost and benefits trade-offs are also evident in
budgeting for the development and maintenance of calibration interval analysis systems. A
significant factor is the anticipated system life expectancy. Designing and developing interval
analysis systems that employ state-of-the-art methods can be costly. On the other hand, such
methods are likely to be more applicable to future TME designs and to future technology
management requirements than less sophisticated methods, which translates to greater system
longevity and lower life cycle maintenance costs.

Another significant factor is the benefit to be derived from calibration interval analysis system
spin-offs. Cost savings and cost avoidance made possible by these supplemental diagnostic and
reporting capabilities must be included with operational cost factors in weighing system
development and maintenance costs against potential benefits.

6.2.5.7 Personnel Requirements

Highly trained and experienced personnel are required for the design and development of statistical
calibration interval analysis systems. Besides advanced training in statistics and probability theory,
personnel must be familiar with TME uncertainty growth mechanisms in particular and with
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measurement science and engineering principles in general. Knowledge of the calibration facility
and associated operations is required, as is familiarity with calibration procedures, calibration
formats, and calibration history databases. In addition, both scientific and business programming
knowledge are invaluable for system development.

6.2.5.8 Training and Communications

Training and communications are required to apprise managers, engineers and technicians about
what the interval analysis system is designed to do and what is required to ensure its successful
operation. Agreement between system designers and calibrating technicians on terminology,
interpretation of data formats, and administrative procedures is needed to ensure that system results
match real-world TME behavior. In addition, an understanding of the principles of uncertainty
growth and an appreciation for how calibration data are used in establishing and adjusting intervals
are required to promote data accuracy.

Comprehensive user and system also required to ensure successful system operation and longevity.

Unfortunately, calibration interval systems are not immune to “improvements”
made by personnel unfamiliar with system theory and operation.

A prime example of this is found in a Southern California company whose calibration interval
system was designed and developed in 1978. Because it employs advanced methodologies and is
fully automated, the system is considered technologically viable by today’s standards. Regrettably,
its data integrity has been seriously compromised by personnel unfamiliar with its design
principles. These individuals mistakenly decided that certain important data elements were
superfluous and could be eliminated.

6.2.6 Extended Deployment Considerations

For some applications, TME cannot be calibrated according to recommended or established
calibration schedules. In these instances, alternatives or supplements to calibration are advisable.
One alternative involves the use of high-accuracy ratios between TME parameters and end-item
attributes. In cases where this is not feasible, a statistical process control supplement is
recommended.

6.2.6.1  Calibration Alternative—Using High Accuracy Ratios

Experimentation with a prototype decision support system has shown that TME parameters

that are inherently and significantly more accurate than the attributes they support seldom require
periodic calibration. Roughly speaking, TME parameters with significantly tighter tolerances than
the attribute tolerances they support can forego calibration for extended periods. This is because
the values accessible to a parameter are usually physically constrained by design to prevent the
parameter from attaining values at extreme divergence from the stated tolerance limits. This means
that the range of values accessible to a TME parameter will remain well within the tolerance limit
of the end-item attribute it supports in cases where the relative attribute-to-TME parameter
tolerance ratio is large. This ratio is traditionally referred to as the TME-to-end-item “accuracy
ratio.”
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A high accuracy ratio between a TME parameter and an end-item attribute implies that the relative
uncertainty between the measurement process and the attribute is low. From the discussion in
Section 4, it can be seen that this corresponds to a situation in which the end-item average utility is
insensitive to test process uncertainty.

What constitutes a “high” accuracy ratio is determined by case-by-case analyses. Such analyses
extrapolate parameter uncertainty growth to extended periods. This is done to determine whether
maximum expected TME parameter uncertainties lead to inadequate testing of the attribute(s) to be
supported.

6.2.6.2 Calibration Alternative—Implementing SMPC Methods

SMPC methods have been developed in recent years to supplement periodic calibration of test and
calibration systems. These methods can be incorporated in automated test equipment (ATE),
automated calibration equipment (ACE) and end-items to provide on-line indicators of in- or out-
of-tolerance probability at the attribute or parameter level.

The methods employ Bayesian identities that permit role-swapping between calibrating or testing
systems and units under test or calibration. By role-swapping manipulation, recorded
measurements can be used to assess the in-tolerance probability of the testing or calibrating
parameter. The process is supplemented by knowledge of time elapsed since calibration of the
testing or calibrating parameter and of the unit under test or calibration. The methods have been
extended to provide not only an in-tolerance probability for the testing or calibrating parameter but
also an estimate of the parameter’s error or bias.

Using these methods permits on-line statistical process control of the accuracies of TME pa-
rameters. The methods can be incorporated by embedding them in measurement controllers.

The SMPC methods work best with a repository of intercomparison results to draw from. This is an
important point in selecting or specifying ATE or ACE memory sizes. If the new methods are to be
implemented, adequate controller or other memory should be planned for storing intercomparison
histories for parameters of interest.

6.3 Technical Considerations

Several ideas are key to the development of optimal calibration recall systems. These ideas are
central to defining the calibration interval problem as one that addresses the control of TME
measurement uncertainty. The link between the calibration interval problem and measurement
uncertainty control is established through transitioning of TME parameters from in-tolerance to
out-of-tolerance states.

6.3.1 The Calibration Interval Problem

To summarize the material presented so far, the calibration interval problem consists of the
following:

Determine intervals between TME calibrations that limit or control TME mea-
surement uncertainties to acceptable levels.
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TME measurement uncertainties are controlled to limit end-item test-decision risk. Test-decision
risk 1s, in turn, limited to control end-item measurement uncertainties. Finally, end-item
measurement uncertainties are controlled to ensure acceptable end-item utility or performance. In
this way, calibration intervals impact end-item performance. In keeping with the primary objective
of test and calibration support infrastructures, i.e., the support of end-items, calibration intervals
should be managed so that their impact on end-item performance is beneficial.

For TME and calibration standards installed onboard satellites or deep-space probes not accessible
for periodic recalibration, the principles of calibration interval analysis can still be used to evaluate
whether these devices can hold their respective tolerances over the duration of the mission they
support.

6.3.2 Measurement Reliability

End-item utility is related to the uncertainty of the process surrounding verification of end-item
compliance with specifications. In Section 4 it was pointed out that a major component of test
process uncertainty is the uncertainty in the measuring parameters of the associated TME. As
implied by Figure 6.2, parameter uncertainty can be expressed in terms of parameter in-tolerance
probability.

For a given population of TME, the in-tolerance probability for a parameter of interest can be
measured in terms of the percentage of observations on this parameter that correspond to in-
tolerance conditions. In Appendix B, it is shown that the fraction of observations on a given TME
parameter that are classified as in-tolerance at calibration is a maximum-likelihood-estimate (MLE)
of the in-tolerance probability for the parameter. Thus, since in-tolerance probability is a measure
of test process uncertainty, the percentage of calibrations that yield in-tolerance observations
provides an indication of this uncertainty. This leads to using “percent observed in-tolerance” as
the variable by which test process uncertainty is monitored.

The percent observed in-tolerance is referred to as measurement reliability, which is defined as

MEASUREMENT RELIABILITY — The probability that a measurement attribute
(parameter) of an item of equipment is in conformance with performance speci-
fications.

An effective way to impose a limit on measurement process uncertainty involves the application of
a minimum acceptable measurement reliability criterion or measurement reliability target. A
primary objective of optimal calibration interval analysis is, accordingly,

Establish measurement reliability targets commensurate with end-item utility
objectives, and test and calibration support cost constraints.

The connection between end-item utility and TME measurement reliability has been described.
Cost considerations are another matter. Since costs involve not only obvious factors, such as cost
of calibration and repair, but also include indirect costs associated with false accepts/rejects
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(system downtime, product liability lawsuits, warranty expenses, etc.), finding the balance between
attaining a desired level of measurement reliability and what it costs to attain it is a multifaceted
and difficult process. The process is described in Appendix C.

In practice, many organizations have found it expedient to manage measurement reliability at the
instrument rather than the parameter level. In these cases, an item of TME is considered out-of-
tolerance if one or more of its parameters is found to be out-of-tolerance. Variations on this theme
are possible.

6.3.3  Calibration Interval System Objectives

The effectiveness of a system designed to control test process uncertainty is measured in terms of
how well actual TME in-tolerance percentages match established measurement reliability targets.
A primary objective of any system created to determine and adjust TME calibration intervals is

Estimate calibration intervals that yield the desired measurement reliability
target(s), 1.e., determine “optimal” intervals.

Since measurement uncertainty grows with time since calibration (see Figures 6.1 and 6.2),
measurement reliability decreases with time since calibration. The particular time since calibration
that corresponds to the established measurement reliability target is the optimal calibration interval.
In some applications, periodic TME recalibrations are not possible (as with TME on-board deep-
space probes) or are not economically feasible (as with TME on-board orbiting satellites). In these
cases, TME measurement uncertainty is controlled by designing the TME and ancillary equipment
or software to maintain a measurement reliability level which will not fall below the minimum
acceptable reliability target for the duration of the mission.

A second objective of calibration interval analysis systems is

Determine optimal intervals in the shortest possible time at minimum expense and
minimum negative impact on resources.

In practice, the relationship between time since calibration and measurement reliability is sought in
a number of ways. Not all approaches work. Some work 1n principle, but fail to do so within the
lifetime of the TME of interest.

In many instances, the connection between the out-of-tolerance process and calibration interval is
not well understood. This leads to intervals that are suboptimal with respect to the above
objectives. It is worthwhile to consider the consequences of such suboptimal systems. Appendix B
describes these consequences in detail and provides guidelines for establishing optimal systems.

6.3.4 The Out-of-Tolerance Process

TME are subjected to stresses that occur randomly during use and/or storage. For many electrical
and electronic TME parameters, these stresses cause shifts in value that occur randomly with
respect to magnitude and direction. Although the parameters of certain mechanical and
dimensional TME may shift or drift in ways that are fairly predictable, they too are subject to
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stresses that cause random changes in value. Besides sensitivity to externally applied stresses, high-
precision TME also exhibit shifts in parameter values arising from inherent random processes.

Just as gases of randomly moving molecules expand to fill containers, random TME parameter
variations tend to spread across the spectrum of all accessible values. This is the principle behind
uncertainty growth. The rate at which parameter values spread is the uncertainty growth rate. Since
uncertainty growth arises from random processes, out-of-tolerances occur as random events. Out-
of-tolerance events can be used to infer information about underlying uncertainty growth
processes.

The uncertainty growth process can be determined by constructing “experiments” in which
samples of TME are calibrated at various times elapsed since calibration. (In practice, experiments
of this kind are not carried out. Instead, samples are taken from calibration history data.)
Measurement reliability estimates are obtained for each sample by dividing the number observed
in-tolerance by the number calibrated in the sample. These estimates are arranged chronologically
to form a time series (see Appendix B). The uncertainty growth process is inferred from the time
series through measurement reliability modeling. The calibration interval determination process is
summarized in Table 6.1.

TABLE 6.1 Calibration Interval Key Ideas

Measurement Reliability
* Probability that a TME parameter is in-tolerance

Measurement Reliability Targets
e Percent in-tolerance objectives for TME parameters

Goals of Optimal Calibration Intervals

e Establish recalibration schedules that ensure that measurement
reliability targets are maintained

e Determine intervals in the shortest possible time at minimum expense
and minimum negative impact on resources

The Out-of-Tolerance Process

Out-of-tolerances occur as random events

The uncertainty growth process governs the rate of these occurrences
The uncertainty growth process can be described as a time series
The out-of-tolerance process is modeled using time series analysis

Measurement Reliability Modeling

e Represent the time series with mathematical reliability models

e Construct the likelihood functions

e Obtain maximum likelihood estimates of reliability model coefficients
(analyze the time series to infer the uncertainty growth process)

e Select the appropriate reliability model

Calibration Interval Estimation
e Set the reliability model equal to the reliability target and solve for the
interval

6.3.5 Measurement Reliability Modeling

A number of uncertainty growth processes are possible. Each process corresponds to a particular
mathematical description or model. Each model consists of a mathematical form characterized by
statistical parameters. Models are used to represent the observed measurement reliability time
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series described in the previous section.

A model is considered as a possible representative of an uncertainty growth
process when its statistical parameters have been adjusted to achieve the closest
agreement possible between the model and the observed time series.

The method employed for achieving this agreement is referred to as MLE. The MLE method is
described in Appendix B. By submitting each model to a statistical and engineering selection
procedure, the model that best represents the uncertainty growth process can be identified.

The selected model is used to compute measurement reliability as a function of time. The desired
calibration interval is determined by setting the computed measurement reliability equal to the
measurement reliability target established for the TME under study. The procedure is described in
Appendix B.

6.3.6  Calibration Interval Assignment and Adjustment

Calibration data must be reviewed periodically to refine or modify existing calibration intervals.
This is motivated by three considerations. First, the “accuracy” with which reliability modeling
represents the out-of-tolerance process is generally influenced by the amount of calibration data
used to estimate the reliability model coefficients and to select the appropriate model. Other factors
being equal, the more data, the better the results. Second, as TME populations age, their
characteristic uncertainty growth rates may accelerate. By reviewing updated calibration data
periodically, uncertainty growth rate changes can be detected and adjusted to. Third, periodic
review is required to respond to changes in calibration procedures. A calibration procedure change
may produce changes in recorded out-of-tolerance rates and require discarding of calibration
history before the date of the change.

An interval adjustment may either shorten or lengthen an interval. In the discussion that follows,
both adjustments are treated as being equal, with no distinction made between the QA approval
requirements for, or advisability of, each. The discussion merely assumes that any interval
adjustment (longer or shorter) is based on supporting data and that the adjustment is made in such a
way as to strive toward meeting specified reliability targets. There are three major levels at which
calibration interval adjustments are implemented:

(1) Adjustment by serial number.
(2) Adjustment by model number family.

(3) Adjustment by instrument class.

6.3.6.1 Adjustment by Serial Number

Serial Number Analysis — Even though serial numbered items of a given manufacturer/model
group are inherently similar, they are not necessarily identical. Also, the nature and frequency of
usage of individual items and their respective in-use environmental conditions may vary. Thus,
some may perform better and others may perform worse than the average. For this reason, some
organizations analyze calibration intervals at the individual serial-number level. The various
methods used base these analyses on the calibration history of each item and give simple-to-
complicated rules or look-up procedures for interval adjustment. Most of these methods assume
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that the “correct” calibration interval for an individual instrument is subject to change over its life
span, and that, therefore, only data taken from recent calibrations are relevant for establishing its
interval.

It has been shown that the relevant data required ordinarily cannot be accumulated at the single
serial-number level to establish a “correct” interval for an individual item. Even if the restriction of
using only recent data could be lifted, it would normally take somewhere between fifteen and sixty
years (often longer than the instrument’s useful life) to accumulate sufficient data for an accurate
analysis.

These considerations argue that calibration interval adjustment for a given serial-
numbered item cannot ordinarily be justified solely on the basis of an analysis of
calibration data taken on the serial number.

Serial-Number Assignment and Adjustment — Although calibration interval analysis at the
serial-number level may not be feasible in most applications, calibration interval adjustment may
be feasible at this level if such adjustment is made with the cognizance that sufficient data must be
accumulated to justify the action. Appropriate serial-number interval adjustment approaches
involve calibration interval analysis at the model-number level or at some other grouping level,
with interval adjustment performed at the serial-number level.

These adjustments take into account whether calibration data taken on the serial-numbered item in
question are homogeneous with calibration data taken on the grouping. The decision whether to
adjust would be influenced by statistical tests of this homogeneity to evaluate the appropriateness
of calibrating the serial-numbered item at the frequency established by the calibration interval for
the group.

Special measurement reliability target requirements may pertain to the serial-numbered item. If a
given serial-numbered item requires a higher measurement reliability than is normally assigned for
routine applications, the computed interval (see Appendix B) for the grouping, based on this higher
target, can be assigned to the individual item.

Parameter Within Serial-Number Analysis — If calibration data are recorded and analyzed by
instrument parameter, further serial-number calibration interval fine-tuning is possible. This
involves accumulating and analyzing data on specific parameters for each manufacturer/model
level grouping of interest. The recommended analytical methods are the same as those used for
analysis at the manufacturer/model level, with reliability targets imposed by parameter instead of
by manufacturer/model. This results in calibration intervals being established by parameter.
Calibration intervals can be assigned at the serial-number level by selecting the shortest applicable
parameter interval. In this approach, known as Ferling’s method, only those parameters used for
each serial-numbered item are involved in the selection process. Further refinement is possible if
individual measurement reliability targets are exercised at the parameter level.

6.3.6.2 Adjustment by Model-Number Family

Model-Number Analysis — Each serial-numbered item of a given model-number family is typi-
cally built to a uniform set of design and component specifications. Moreover, even though design
and/or production changes may occur, items of the same model number are generally expected to
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meet a uniform set of published performance specifications. For these reasons, most serial-
numbered items of a given model number should be expected to exhibit homogeneous
measurement reliability behavior over time, unless demonstrated otherwise.

The model-number identification is unique and hence makes possible a systematic accumulation of
homogeneous calibration history. In some cases, enough model-number data for a valid statistical
analysis can be accumulated in less than a year, where there are large inventories of a model
number and short intervals.

The following conditions are necessary to ensure the accuracy and utility of adjustments based on
these analyses:

(1) Calibration history data are complete and comprehensive; a good rule is to require data to
be maintained by serial number, with all calibrations recorded or accounted for.

(2) Calibration history data are homogeneous. To ensure the validity of the calibration interval
“experiment,” data must be homogeneous with respect to the level (parameter, serial
number, model number, instrument class) at which the interval analysis will be performed
and with respect to the calibration procedure and parameter tolerances used.

(3) Calibration history data are reviewed and analyzed, and calibration intervals are adjusted in
accordance with the guidelines given in (6) below.

(4) Mathematical failure models are used to model measurement reliability behavior and the
model or models used must be appropriate; i.e., they model the process by which
equipment transitions from an in-tolerance to an out-of-tolerance state. Mathematical
models that have been found useful for this purpose are described in Appendix B. Other
models can be found in the reliability analysis and statistics lite